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Applications of CFD and Visualization Techniques

James H. Saunders, Susan T. Brown, and Jeffrey J. Crisafulli
Battelle
Columbus, Ohio

Leslie A. Southern
Ohio Supercomputer Center
Columbus, Ohio

Intr ion

Computational fluid dynamics (CFD) and data animation are powerful tools
for understanding and solving complex engineering problems. The large data sets
generated by time-dependent simulations can be dramatically illustrated with computer
animation, often readily revealing the physics of the flow field.

In this paper, three applications are presented to illustrate current
techniques for flow calculation and visualization. The first two applications use a
commercial CFD code, FLUENT, performed on a Cray Y-MP. The results are animated
with the aid of data visualization software, apE. The third application simulates a
particulate deposition pattern using techniques inspired by developments in nonlinear
dynamical systems. These computations were performed on personal computers.

Details of the simulations are presented elsewhere [refs. 1, 2, 3]. In this
paper, we focus on visualization of the data.

Air Flow Within Air Conditioned Rooms

In the first application, we simulated the three-dimensional air flow in two
air conditioned rooms connected by a doorway, with the goal of understanding the
effects of blower fan on-time and return air vent placement on comfort level and air
exchange within the room. Although real house flows are usually more complex, this
simplified case represents the essential physics, and thus can be used to investigate
basic flow patterns.

Figure 1 shows the rooms, which were 3.0 by 2.4 by 4.3mand 3.9by 2.4
by 4.3 m with a single 0.9 by 2.3 m door and insulated outside walls. The outdoor
temperature was 90 F to simulate a hot summer day. The ceiling and floor were held
at temperatures of 90 F and 73 F, respectively. 260 cfm of cool air at 65 F entered



the room through three inlet vents on the floor and exits through an outlet vent. The
outlet vent could be located either on the floor or high on a wall. We considered two
modes of fan operation: (1) running the fan only when the air conditioning was on, and
(2) running the fan continuously. The air conditioner cycle of 15 minutes had an on-
time of 6 minutes and an off-time of 9 minutes.

Figure 1. Animation of two air conditioned rooms

The room was modeled with 6061 nodes, using FLUENT, which solves the
time dependent mass, momentum, and energy equations using a finite volume method.
The temperature and velocity fields were then processed by apE to visualize the results.
Three-dimensional objects and scenes were rendered by apE, using a scanline Z buffer
approach to obtain photorealistic images that appropriately handied lighting, trans-
parency and shading [ref. 4]. Polygonal iso-valued surfaces were constructed from the
FLUENT data using a marching cubes algorithm [ref. B]. For each timestep, three tem-
peratures (77 F, 75 F, and 73 F) were illustrated with red, yellow, and blue isosurfaces,
respectively.



The primary purpose of the visualization effort was to help characterize the
air exchange within the two rooms as a function of fan on-time and outlet vent loca-
tion. To visualize the air exchange process, 3 set of "glyphs" was used to mark the
fluid. These massless particles, which track but do not interact with the flow, had two
different shapes: pyramid shapes for existing room air and spherical shapes for the air
entering through the vents as shown in Figure 2. For the glyphs to track the flow
accurately, they had to interact with the velocity data generated by FLUENT. A special
facility was written to perform this function in apE. The glyphs were color coded to
indicate the local air temperature.

Figure 2. Visualization of the air exchange process: pyramid glyphs
represent existing room air, spheres represent entering air

With the outlet vent on the floor and the fan running either intermittently or
continuously, the isotherms are very flat, indicating poor mixing within the rooms. The
glyphs clearly showed that the air short-circuited from the inlet vents to the outlet; the
primary air flow, which was cool and dense, remained close to the floor and exited
through the outlet vent without appreciable mixing with the older air in the room.



Placing the outlet high on the wall solved the poor air-exchange problem.
The glyphs showed that the air flowed through a larger portion of the room volume as
it passed to the outlet vent.

In r Flammable Plumes from CNG Leak

Buses are often stored and maintained in large transit facilities, which may
hold a large number of buses. A concern with natural gas-fueled buses is that a leak
could create a flammable atmosphere in the transit building. Knowledge of the size of
the plume for representative leaks is very important for developing future ventilation
standards.

We analyzed the dispersion of leakage plumes inside a typical transit
building that was 119 m by 108 m by 5.5 m high. During our simulation, the building
was fully occupied with parked buses and all doors were shut. The ventilation system
was on and operated at a rate of 5 air changes per hour.

Two leak scenarios were investigated:

1. A rapid leak corresponding to a ruptured fuel
manifold line connecting the CNG cylinders or the
failure of a pressure relief device.

2. Slow leaks from a poorly fitting fuel line connection.
The leakage rate was up to 2.0 g/s.

Because of symmetry, one-fourth of the room was modeled with FLUENT
using a grid of 12,000 cells. The effect of using a coarse grid on a flow with a wide
range of geometrical length scales was assessed with some preliminary calculations.
We found that leaking gas that entered the region between buses was strongly driven
toward the ceiling by buoyancy forces. The details of the flow under or within buses
were not important in determining the overall evolution of the plume.

The flammable concentration was tracked in time using apE. Two iso-valued
surfaces were constructed; one represented the minimum flammable concentration,
and the other represented the maximum. Transparency property effects were used for
the maximum isosurfces, so the flammable region was clearly depicted. The extent of
the plume as a function of time was dramatically displayed with animation. Figure 3
shows a gray scale rendition of the fast-leakage-rate plume. The region between the
dark and light surfaces of the plume represents the volume of the building with a
flammable concentration of gas.

Particul Deposition in Flow tem

Particulate deposition and plugging in flow systems are important in a
variety of industrial applications. We have simulated deposition in high-velocity gas



Figure 3. Rendition of fast-leakage rate indoor plume

flows where the flow is normal to a perous plate or collecting surfaces. Under these
conditions, the particles travel in essentially straight lines without lateral diffusion or
response to changes in the direction of the flow streamlines. Particles may collide with
any surface they encounter. Because of the high velocity and high particle loadings,
the deposit layer grows rapidly.

We modeled this process by tracking individual particles moving on a two-
dimensional lattice as they form the deposit layer. Rules based upon the microphysics
of the gas-particle-surface interactions determine whether a particle sticks to a deposit
site, misses it, or bounces off. The computer algorithm displays the result on a high-
resolution monitor, so that the development of the deposit can be observed
continuously.

Our initial motivation for developing this technique came from studies on
diffusion limited aggregation [ref. 6] and later from studies on ballistic deposition



[ref. 7]. Near the end of our work we became aware of other work on similar
deposition models [ref. 8] with extensions shown in [ref. 9].

Figure 4 shows the results of simulating particles depositing on a porous
plate. Particles, which are assigned one or more pixels on the graphics screen, are
released at a random location above the deposit layer and are tracked as they move in
a straight line toward the deposit. Deposited particles are shown as colored pixels on
the screen. At each timestep, the algorithm examines pixels that are in and near the
immediate path of the particle. If a collision with a deposited particle is imminent, the
sticking probability is computed for that set of circumstances. If the collision will be a
frontal collision, the particle may either stick or bounce. If the collision involves the
sides or corners of the deposit, then the particle may stick or pass by.
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Figure 4. Simulation of particles depositing on 3 porous plate

Because of the continuously updated graphic display, the effects of rule
changes can quickly be seen, allowing the researcher to evaluate the ramifications of



the assumptions and develop an understanding of the role of the microphysics on the
formation of the resulting structure.

Our work has shown that the resulting deposit structure is sensitive to the
form of the rules [ref. 5]. However, rules can be estimated from the detailed micro-
physics and future research should focus on extending this ability. For instance, in high
speed flows, lateral dendritic growth may be strongly limited by shear-induced breakage
of the dendrites. Rule selection should therefore be guided by careful comparisons of
the predicted morphology of the deposit structure with detailed experimental
measurements.

nclusion

Visualization has been shown to be an important part of three engineering
research problems using hardware ranging from supercomputers to personal computers.
In the room ventilation example, the visualization revealed the impact of vent place-
ment on air mixing in the two rooms. The visualization of the flammable gas plume in
the transit building analysis gives the ventilation engineer a much clearer indication of
potential weaknesses in the ventilation scheme than would be possible with traditional
techniques. The graphical display of particle deposition gives the researcher a unique
perspective on the growth of particle beds and allows detailed investigations of the
particle microphysics in these processes. These visualization techniques have many
applications that dramatically increase the usefulness of scientific data.
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1.0 ABSTRACT

A variety of heat transfer problems arise in the design of the Su-
perconducting Super Collider (SSC). One class of problems is to
minimize heat leak from the ambient to the SSC rings, since the
rings contain superconducting magnets maintained at a temper-
ature of 4 K. Another arises from the need to dump the beam of
protrons (traveling around the SSC rings) on to absorbers during
an abort of the collider. Yet another category of problems is the
cooling of equipment to dissipate the heat generated during op-
eration. An overview of these problems and sample heat transfer
results are given in this paper.

2.0 INTRODUCTION

Figure 1 gives a birds-eye-view of the Dallas/Fort Worth area
and the SSC main underground tunnel. The 87 km circumfer-
ence tunnel will contain two main rings of magnets and other
components [1].



Figure 2 shows a cross-section of the main tunnel. Two counter-
rotating beams of protons will travel inside the two main rings at
nearly the speed of light. Collision of these beams under con-
trolled conditions is expected to yield new sub-atomic particles
that will unravel mysteries of the origins of the universe.

The purpose of this paper is to give an overview of some of the
heat transfer problems that arise in the design of the SSC and
present sample heat transfer results.

3.0 CLASSIFICATION OF HEAT TRANSFER PROBLEMS

The heat transfer problems encountered at SSC can be classified
(based upon their applications) into the following categories:

3.1 Heat Leak

Minimization of heat leak from the ambient to the components of
the SSC main and High Energy Booster rings (that span a total
route length of 185 km). The interior of these components is
maintained at 4 K, since they contain superconducting magnets.
Therefore, minimizing heat leak can lower refrigeration costs.
References [2] through [6] are a small sample of the vast amount
research reported on this subject.

3.2 Beam Absorption

Absorption of the beam of protons by depositing the beam on to
absorbers may be necessary during commisioning of the SSC
rings or during an abort of the rings [7]. Under accident condi-
tions the beam could be deposited on to the superconducting
magnets itself [8]. In addition, during beam deposition on to tar-
get materials (for physics experiments), a similar heat transfer
problem arises.

3.3 Cooling of Equipment

Different equipment generate heat during their operation. The
heat must be carried away by an optimum cooling system that
does not jeopardise the various operational specifications of the
equipment.
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4.0 HEAT LEAK INTO THE SPOOL PIECE
4.1 Description

Figure 3 shows one of the components of the SSC rings, the
spool piece [1]. At the spool piece, cryogen (helium and nitrogen)
lines enter and leave the rings. The spool piece also contains
safety valves for the cryogen tubing and in addition performs
numerous other functions.

The spool piece is also characterized by a complex geometry with
numerous heat flow paths between the ambient and the 4 K in-
terior. Therefore, accurately predicting heat leak into the spool
piece is a challenging task.

At steady state, the flow of heat into the spool piece from the am-
bient will be carried away by cryogen flowing at three tempera-
ture levels, namely 80 K, 20 K and 4 K. The cryogen at 80 K is
liquid nitrogen, at 20 K it is gaseous helium and at 4 Kit is lig-
uid helium. The maximum temperature rise in the 4 K cryogen
line is fractions of a degree kelvin, while in the 20 and 80 K cryo-
gen lines, it is about 8 K.

4.2 Model Assumptions and Solution Details

In order to estimate the heat leak from the spool piece, the fol-
lowing simplifying assumptions were made:

1) heat flow through conduction paths is steady and one-dimen-
sional,

2) residual gas conduction across the vacuum spaces is ac-
counted for,

3) thermal radiation across the vacuum spaces is taken into ac-
count,

4) thermo-physical properties are a function of temperature,
5) natural convection of the cryogen in valves is neglected.

Numerous other secondary assumptions were made for the con-
venience of the analysis but are omitted here in the interests of
brevity.

The conduction calculations were made using integral tables,
while the effects of thermal radiation was accounted for by
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means of simple calculations based on more detailed and accu-
rate calculations [9]. The effect of residual gas conduction was
based on empirical expressions [10].

4.3 Results

Table 1 summarizes the heat leak results for one of the many
spool piece variants at SSC. Of greatest concern is the heat leak
at the 4 K level since refrigeration costs are higher at lower tem-
peratures. Table 1 shows that the total heat leak into the 4 K
cryogen is nearly 9 W with the copper instrumentation leads ac-
counting for more than 5 W.

A detailed thermal resistance analysis [6,9], possibly using avail-
able software in the market, may improve the accuracy of the
heat leak estimates. Research has shown that natural convec-
tion flows of the stagnant cryogen in the valves may contribute
to heat leak [11,12]. This assumption may have to be relaxed.
Efforts are also underway to obtain measurements of the heat
leak. More details of the calculations reported here can be ob-
tained by contacting the principal author of this paper.

5.0 BEAM ABSORBER
5.1 Description

Figure 4 shows a schematic of an iron absorber for the SSC lin-
ear accelerator (LINAC). The beam of protons has an elliptic
cross-section, with 2 mm and 20 mm axes, and is incident on
the front surface of the absorber. Within the absorber, the ener-
gy of the protons is converted into internal energy of the absorb-
er through a sequence of physics processes, the theory about
which is available elsewhere [13].

The calculation of the energy deposition rates is accomplished
by the most recent version of the MARS software [14]. As the
beam penetrates the absorber, it assumes a cone shape and the
energy deposition is correspondingly over a three-dimensional
conical region within the absorber. The apex of the cone is at the
point of incidence on the front surface of the absorber and the
axis of the cone coincides with the axis of the beam. At the axis
of the beam, the energy deposition rate is 4 orders of magnitude
greater than at a radial distance of 1 cm. Thus high thermal
stresses can be expected at the axis.
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Thus, the problem here is to determine the duration of beam
deposition that is permissible without exceeding the peak tem-
perature and stress limit for a given absorber material.

5.2 Model Assumptions and Solution Details

The assumptions made to determine the peak temperature and
stresses in the absorber were:

1) heat conduction is transient and three-dimensional,
2) heat generation rates are a function of t, x, y and z,
3) thermo-physical properties are temperature dependent.

The problem was solved using ANSYS and computer times of the
order of 1 day were required on the HP-730 workstation for each
calculation.

5.3 Results

Figure 5 shows the peak temperature and stresses versus time
for an iron absorber core for two different beam deposition sce-
narios. The scenarios were determined based on physics consid-
erations [15]. Peak temperature and von-mises stress limits of
500 C and 200 MPa were specified, keeping in view the melting
point of iron which is approximately 1500 C [16] and the yield
point of iron under tension which is approximately 200 to 500
MPa [17].

The operational scenario (solid lines on Figure 5), involves a 1
GeV (giga electron volts) beam of protons impinging on the ab-
sorber in a series of pulses. Each pulse has a 7 micro-second
duration and the corresponding current over that duration is 25
mA. The frequency of the pulses is 10 Hz. Further, the pulses ar-
rive at the absorber in batches of 7, spanning 0.7 seconds. Each
batch of 7 pulses is separated by a 6.3 second time interval from
neighbouring batches. Thus, there are 7 pulses every 7 seconds.

For the operational scenario, the beam can be deposited on the
absorber for 16 hrs without exceeding the above limits. There-
fore, for the given scenarios, an iron sbsorber should be suffi-
cient. Details of this work will be published shortly.
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6.0 LIQUID COOLED RF-CAVITY TUNER
6.1 Description

Figures 6a and 6b show typical low energy booster radio fre-
quency (rf) cavity. The function of the cavity is to accelerate the
proton beam to higher energy levels [1].

Figure 7 shows a sectional view of an rf-cavity tuner. There are 4
ferrite disks of 25 mm thickness each, separated by 5 mm spac-
es. (Note, Figures 6a and 6b show 5 ferrites, while Figure 7 con-
siders a configuration with 4 ferrites.) Coolant flows through the
spaces between the ferrites to dissipate the heat generated in the
ferrites, and in the walls of the tuner housing during the opera-
tion of the rf-cavity. Note the location of the coolant inlets and
exits on Figures 6a through 7. The coolant inlets are diametri-
cally opposite the exits.

The problem is to design an optimum cooling system that pre-
vents high temperatures in the ferrites and the coolant. If the
peak temperature in the ferrites approaches its curie tempera-
ture (125 C) then its magnetic properties are affected. Similarly,
the peak temperature in the coolant should not approach its
boiling point. In the case of one of the coolants considered here,
the Galden Heat Transfer Liquid, the boiling point was 110 C.
Details of this work are available elsewhere [18].

6.2 Model Assumptions and Solution Details
The following assumptions were made in the analysis [18]:

1) the heat transfer in the coolant and the flow field are steady,
incompressible, three-dimensional and turbulent,

2) natural convection is included,
3) heat conduction in the ferrites is three-dimensional,
4) heat generation in the ferrites, coolant and copper is included,

5) the thermo-physical properties of the coolant and ferrite are
constant,

6) geometric complexities neglected.

Due to reflective symmetry, two symmetry planes were identified
normal to the axial and azimuthal directions, each of which bi-
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sected the tuner to two mirror-image halves [18]. Thus the com-
putational domain encompased only one-fourth of the tuner
shown on Figures 6a and 6b.

The problem was solved using the PHOENICS computational flu-
id dynamics (CFD) package. About 25,000 cells were used and
computer times of several days was needed on the HP-730 work-
station [18]. No comparisons of calculations with measurements
have been made. When such data become available in the fu-
ture, comparisons will be made. No grid dependence studies
were made due to the enormous computer resources involved.

6.3 Results

Figure 8 illustrates a typical flow field on the axial-direction
symmetry plane. Clearly the coolant prefers the path of least re-
sistance along the annular passage between the ferrites and the
tuner housing. Reducing the annular gap can induce the coolant
to flow into the interior where cooling is needed.

The isotherms (also on the axial-direction plane of symmetry) of
Figure 9 show a recirculation region. The peak ferrite tempera-
tures were located there.

The isobars (near the side wall of the housing) of Figure 10 show
that the bulk of the pressure drop in the fluid occurs near the
exits. :

In summary, the peak ferrite and coolant temperatures were
sensitive to: coolant flow rate, coolant inlet temperature, inlet
and exit areas, number of inlets and exits and the annular gap
[18]. The calculations also indicated that natural convection ef-
fects played an important role in lowering the local temperatures
in the coolant and ferrite[18,19].

The sensitivity studies helped influence the design of the cooling
system.

7.0 SOLID COOLED RF-CAVITY TUNER
7.1 Description

A solid-cooled version of the rf-cavity described above was evalu-
ated. Disks of Beryllium Oxide (BeO) or Aluminum Nitride
(alnide) were placed in the coolant spaces between the ferrites

15



(Figure 7) as shown on Figure 11 [20]. Five ferrite disks are used
in this case (Figure 11) versus four in the earlier liquid cooled
case. Good thermal contact between the BeO (or alnide) disks
and the ferrite disks was facilitated by having a film of goop (a
glue) between them. The glue also helped reduce thermal stress-
es in the ferrites and BeO (or alnide). Details of this work can be
found in Reference [20].

Due to the high thermal conductivity of the BeO (286 W/mC) or
the alnide (170 W/mC) compared to that of the ferrite (6.5 W/
mC), the heat generated in the ferrites was transported to the
housing walls by the BeO and alnide. At the housing walls the
heat is removed by flowing a coolant such as water within tubes
brazed on the outside of the housing. Thus, the BeO and alnide
disks serve as paths of low thermal resistance that carry the
heat away from the ferrites [20].

The problem involves heat conduction through complex geome-
tries, with dissimilar solids bonded together. Therefore, the peak
temperatures and stresses in the solids have to be determined.

It is important that the peak temperatures in the ferrites not ap-
proach its curie temperature (125 C) and the peak stresses in
the ferrites, BeO and alnide yield a safety factor of at least 3
compared with the strengths of the respective materials. Table 2
shows the relevant strengths of the different materials.

7.2 Model Assumptions and Solution Details
The following assumptions were made:

1) transient, three-dimensional heat conduction,
2) heat generation rates vary with time and radius,
3) properties are constant.

The problem was solved using ANSYS and cpu times of several
hrs were required on the HP-730 workstation for each case.

7.3 Results

Figures 12a and 12b show the computational domain from two
different views. Notice the ferrites, BeO, copper housing walls
and copper ribs outside the housing. The complexity of the ge-
ometry is evident.
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Table 2 shows steady state temperature and stress resuilts ob-
tained for a typical case. Use of BeO gave the lowest peak tem-
perature and stresses for all the cases considered. Use of alnides
came second while the non-use of either BeO or alnide had the
highest peak temperatures and stresses. In summary, solid cool-
ing the tuner using BeO was found to be feasible from a thermal
and stress perspective. Details are available elsewhere [20].
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Table 1: ASST SPR spool piece heat load summary

Floating Suppo
Instrumentation Tuving (Lead End) 89 0 0
Cool-Down Valve Tubing 0 0 2849
4 K Relief Tubing & Cryogen Conv. 0 0 891
Correction Element Power Lead ASSY 1830 0 0
20 K Relief Tubing & Cryogen Conv. 0 109 804
Quench Line 28 96 0
Recooler Valve 166 0 566
Stainless Steel Housing (88) (0] (661]
G-10 Housing [6] [0 (46)
UHMW Plug-In Stem n) {0 {0]
Recooler Valve Pressure Tubing 88 537 5042
Fizxed Support 16 320 2103
] Deflection Stops 24 0 0
; Instrumentation Tubing (Middle) 174 0 0
Vacuum Barrier (With Cu Straps) 78 1673 10775
Instrumentation Tubing (Return End) 106 0 0
Beam Tube Pump Port b6 0 581
Radiation Between Shields 1 192 8441
Reeidual Gas Conduction a3 60 6
Interconnect Regions 0 42 as
99.99 % Cu Instrumentation Wires 5222 0 0
J1 (8 22-AWG; 7 28-AWG) [767) [0] {0]
J2 (12 14-AWG) (4067} [0) 0]
JSPR (60 30-AWG) {66] [0} {0}
JRE1 (60 30-AWG) {842) [0} 0]
Manganin Instrumentation Wires 7 1 2
J3 (40 32-AWG) (4] [0] [0
JVAC (36 32-AWG) {3] 1} [2)
1. ] BPM Cables 120 0
2) | Safety Leads p 0
-§ Opening Near Vacuum Barrier 201 0 0
462 0 0
___________ e | 9| ML
88 | 1821 710

Greg Cruse, John Nguyen, Raj Ranganathan, Andy Scheidemantle, Ken Schiffman

02/28/92
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Table 2: Thermal/stress results of solid cooled low energy
booster rf-cavity tuner

1 l No. of Alnide Disks 0 2 0
2 ] No. of BeO Disks 0 0
BEO
Max T (°C) - - 59
Max Tension (MPa) - - 8
Tensile Strength (MPa) - - 151
Safety Factor - - 18.9
ALNIDE
MaxT(°C) - 63 -
Max Tension (MPa) - 32 -
Flexural Strength (MPa) - 46 -
Safety Factor - 14 -
FERRITE
Max T (°C) 85 66 62
Curie T (° C) 125 125 125
Max Tension (MPa) 26 15 14
Tensile Strength (MPa) 39 ‘ 39 39
Safety Factor 1.5 26 28
GOOP
MaxT(° C) 83 66 61
Max Operating T (° C) 150 150 150
Max Shear (MPa) <« 1 << 1 << 1
Lap Shear Strength (MPa) 7 7 7
Safety Factor > 7 >> 7 > 7
COPPER
N B Max Stress (MPa) 25 25 24
2 Yield Strength (MPa) 69 69 69
3 Safety Factor | 28 238 29
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Figure 1: Topographic and geologic profile along ring circumference [1].
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Figure 2: Cross section of the main SSC tunnel
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Figure 6a: Representative low energy booster rf-cavity
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Figure 6b: Representative low energy booster rf-cavity ~ sectional view
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Figure 7: Sectional view of liquid-cooled low energy booster rf cavity tuner

Figure 8: Velocity field on the axial direction symmetry plane
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Figure 9: Coolant isotherms on the axial direction symmetry plane
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Figure 11: Sectional view of solid cooled low energy booster rf-cavity tuner

Figure 12a: Computational domain for the solid cooled low energy booster rf-cavity tuner - view 1
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NUMERICAL STUDY ON MIXING OF SPRAYED LIQUID IN AN LNG STORAGE TANK

Hiroyuki Uchida, Tatsuya Arai
Makoto Sugihara and Mariko Nakayama
Ishikawajima-Harima Heavy Industries Co., Ltd.
Yokohama, Japan

SUMMARY

This paper presents a numerical method to simulate the mixing of heavier
LNG sprayed on lighter layer. Numerical results for evolutions of flow field and
density field are obtained in a rectangular computational domain which includes
the vicinity of the liquid surface. At the surface boundary, uniform
distributions of the fluid velocity and the density are assumed. Detail
structure of flow caused by impingements of liquid drops are neglected. But, to
trigger a realistic motion, a series of random numbers is employed. It is used
as an initial distribution of the density near the surface. This method
successfully gives a realistic simulation of the mixing process. Numerical
result for mixing velocity shows good agreement with experimental data.

INTRODUCTION

Density of LNG varies according to its composition. When we receive LNG
with different composition into a partially filled tank, they sometimes separate
into two layers. This stratification should be avoided because it may cause the
roll-over accident. A widely accepted way to receive heavier liquid into lighter
layer is called bottom feed method, where these liquids are mixed by jet flow
from a nozzle placed at bottom of the tank. In these years, top feed method is
adopted at several power stations, where heavier liquid is sprayed on the
lighter layer through a ring-header placed in the top space of the tank. This
method is believed to be more reliable to receive heavier LNG.

Many researches have been done related to the mixing in the bottom feed
method both theoretically and experimentally (refs. 1 and 2)., but no reports are
found for the top feed method. Some researches have been done on impingement of
single drop against liquid surface (refs. 3 and 4), but there seems no research
dealing with many drops and/or mass transport. In the present study, mixing
process of the top feed method is investigated numerically. A color animation
video will be presented at the meeting to show an evolution of the density
distribution.

MODEL AND METHOD OF COMPUTATION

In the present analysis, temporal change of the distributions of velocity
and density are solved in a rectangular computational domain. This domain
includes the vicinity of the liquid surface. Therefore, only beginnings of the
mixing can be analyzed in the present study. Governing equations employed here
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are vorticity transport equation, stream function equation (Navier-Stokes
equations) and mass transport equation. Buoyant forcé due to the density
difference is modeled by using Boussinesq approximation. This system is governed
by three nondimensional parameters: Grashof number Gr, Reynolds number Re and
Schmidt number Sc. That is,

Gr

g(ap/pgIL3 /e
Re

uL/y . Sc =w»/D

nn

where g denotes the acceleration of gravity, ap the density difference between
heavier and lighter liquid, o the density of the sprayed (heavier) liquid, L
the reference length, U the receiving velocity, W the kinematic viscosity and
D the diffusion coefficient.

Uniform distributions of the inflow velocity and the density are assumed at
liquid surface, i.e. top boundary. That is, flow due to the impingement of the
drops are ignored because of small scale of the flow. A thin layer with uniform
density is assumed to form near the surface as a result of quick mixing.
However, a nonuniform initial distribution of density is given on a grid line
just below the top boundary. A series of random numbers is used to make this
nonuniformity. This trick enables to obtain realistically complex solution.
Uniform distribution of the velocity is given at bottom boundary. Both side
boundaries are modeled as no-slip wall.

The governing equations are discretised by using a finite difference
method. The transport equations for the vorticity and the density are solved by
an explicit time integration method. In the present problem, mass transport will
be dominated by convection because of very small diffusion coefficient. To keep
high accuracy for such complex flow, Kawamura-Kuwahara scheme (ref. 5) is used
to approximate convection terms. The stream function equation is solved by using
the ADI method in each time step.

Some Sssential input data used in the present computation are as follows:
Gr‘=1.1x10‘I , Re=47.4, Sc=794, 40x120 grids, 20000 time steps. Peclet number Pe
(=ReSc) is 3.76x10". The reference length L (=200mm) is a width of an
experimental apparatus by which a visualization experiment was carried out.
Physical properties are for brine. Computation time was about 3.5 hours on a
computer FUJITSU FACOM VP-2100.

RESULTS AND DISCUSSION

In the early stage of computations, we did not use any artificial initial
distribution of density. But there happened no convective mixing. It is a
trivial solution with only diffusion. For the next trial, we gave a seed for an
initial distribution of the density. Some small value was given at only grid
point on the center line just below the surface. Figure 1 shows an evolution of
the density distribution for initial 4 seconds. Because this is Jjust a trial,
the lower part of the computational domain was cut off. To avoid the
complication of the figure, the contour line is plotted for 0.1 (nondimensional
density) only. '

In the beginning of the mixing, wavy motions appear in the vicinity of the

1iquid surface. These motions are similar to those seen 1in Rayleigh-Taylor
instability (ref. 6). The characteristics of this wavy motion, such as wave
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length, are determined spontaneously. The amplitudes of the waves increases
gradually. One of the plume stands out from the others, and a mushroom-shaped
plume forms. This plume reaches bottom and spreads. The density distribution is
perfectly symmetrical and not very complex in contrast with the following
result. We have not seen such simple and beautiful patterns in the experiment.
This simplicity may come from the unrealistic boundary or initial condition.

CHES

QI

Figure 1.- An evolution of the density distribution for initial
4 seconds (a seed is given at a grid point only).

Figure 2 shows the density distributions for jnitial 8 seconds. The random
numbers are used here for the initial distribution of the density. This
evolution of the density will be also presented by the aid of a color animation
video at the meeting. The color display makes it easy to understand the density
distributions. In the beginning of the mixing, wavy motions appear as seen in
figure 1 also. The amplitudes of the waves increases gradually, and some plumes
of the heavier liquid grow. Two dominant plumes can be seen 1in the early stage
of mixing. Finally, these mushroom-shaped plumes join into a vortical flow.
After the dominant flow forms, following plumes are caught into the vortex one
after another. The vortical flow develops further and the heavier part sinks

* downward. This feature of mixing is very similar to the observation in the

experiment (ref. 7). It should be noted here that the position of the dominant
plumes and the general behavior of mixing are not strongly affected by the
artificial initial distribution of density.

Figure 3 shows an evolution of the density profiles in the vertical
direction. The density is averaged in the horizontal direction. It is obvious
that the front of the plumes moves downward. The density changes steeply at the
front. This tells that the convetive mass transport is dominant compared with
the diffusive transport there. The distribution is basically plateau shaped,
though some unevenness is there. The heavier liquid seems to be mixed well
within the vortex,
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Figure 4 shows the position of the front of plumes as a function of time.
The position of the front is defined here as the point where scaled density is
0.1. The velocity increases with time, and reach some value. An interest thing
is that the front pause for a moment after 6 seconds mixing. This behavior was
observed in the experiment also. The plume will go down with intermittent
pauses. The numerical result for the average plume velocity shows good agreement

with the experimental result.

DR s

Figure 2.- An evolution of the density distribution for initial
8 seconds (a series of random numbers is used to
specify initial distribution of density near
free surface).

Density —

L

Distance from Surface —»

Figure 3.- A temporal change of the density profile.
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CONCLUSIONS

The mixing process of heavier liquid sprayed on the lighter layer has been

analyzed numerically. The temporal change of the flow field and the density
field are obtained. Realistically complex process is successfully predicted by
using a series of random numbers for the initial condition. The present
simulation catches the features, the momentary pause of the plumes' front, which
is observed in the experiment. The numerical result for the plume velocity shows
good agreement with the experimental result.
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THE FLOW-NET TWO-PHASE FLOW PROGRAM
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McDonnell Douglas Space Systems Company
Huntington Beach, California

W.C. Rivard
Mechanical Engineering Department
University of Maine

ABSTRACT

Venting of cryogenic and non-cryogenic fluids to a vacuum or a very low pressure will take place in many
space-based systems that are currently being designed. This may cause liquid freezing either internally
within the flow circuit or on external spacecraft surfaces. Typical ammonia flow circuits were investigated
to determine the effect of the geometric configuration and initial temperature, pressure, and void fraction
on the freezing characteristics of the system. The analysis was conducted also to investigate the ranges of
applicability of the FLOW-NET program. It was shown that a typical system can be vented to very low
liquid fractions before freezing occurs. However, very small restrictions in the flow circuit can hasten the
inception of freezing. The FLOW-NET program provided solutions over broad ranges of system conditions,
such as venting of an ammonia tank, initially completely filled with liquid, through a series of contracting
and expanding line cross sections to near-vacuum conditions.

INTRODUCTION

Freezing of either a cryogenic or a non-cryogenic fluid during venting to a low pressure environment is
a concern in the design of the space liquid storage systems. There are many situations where such venting
may be necessary. For instance, the Space Station ammonia loop may have to be vented during an
emergency, liquid delivered to orbit may have to be dumped during a shuttle emergency, or liquid may have
to be transferred from a high-pressure supply tank to a tank at a low pressure. During the design phases of
such orbital liquid systems the question is often asked whether most of the liquid can be vented prior to
freezing, and in which specific locations in the flow circuit can such freezing occur.

The design complexity of the space fluid systems requires that adequate computational tools be available
for the analysis of such systems. During the venting process a typical storage system will start out with a
storage tank initially at a high pressure and a low void fraction. As liquid flows through the system, it
increases in void fraction, decreases in temperature, and can result in a completely evaporated liquid or a
single-phase vapor flow at the outlet to space. The analysis of such a system is rather demanding
computationally and the methods of analysis are currently under development and have not reached a state
of maturity where such problems can be solved routinely. Typical designs considered in the present analysis
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were analyzed both to provide some insights into the freezing problem and to check out the applicability
of the FLOW-NET program.

COMPUTATIONAL METHOD

The FLOW-NET program was used to conduct the computations. The initial version of the program.
called SOLA-LOOP, was developed at the Los Alamos Scientific Laboratory (ref. 1). The program
development continued at Flow Science, Inc. and at the present time the development continues at the
University of Maine.

Conservation of mass, energy, and momentum equations solved by the program are given in reference
2. They are repeated here for the sake of completeness.

Conservation of mass

ap  dpuA _ S, + S,
ar T Asx = 14

e, A (L PP s
a:+m<9g"+ ) =t oty

, 0A (. _ppcu\ _S
W-FKG—.\-‘("”-’-—— =5

Conservation of momentum
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Conservation of energy

J . . JA . . w+t SiH +S H. .+ S H
E?(ngg+p(E()+m{ug[ngg+P9]+u([p¢E¢+P(]-—6)]}=Q . « H

In these equations,

A = cross sectional area

E, = specific total gas energy

E, = specific total liquid energy
1 = area change loss coefficient
S = friction loss coefficient

g. = body acceleration

H, = noncondensible gas enthalpy
H, = liquid enthalpy

H_ = vapor enthalpy

J. = rate of condensation
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The equations of motion as presented here are equivalent to those in other two-phase flow programs such
as ATHENA (ref. 3), RELAPS (ref. 4). and TRAC (ref. 5). In these equations K, is a function that describes
the momentum exchange between the liquid and the gas phases. Large differences in liquid-gas velocities
are associated with a small value of K,. Conversely, small differences in liquid-gas velocities are associated
with a large value of K. Initially the FLOW-NET program was formulated assuming relatively small
velocity differences. This permitted the elimination of terms underlined in the momentum equation. These
terms have been included in a recent program modification (ref. 6). Although the capability to solve
problems with large velocity differences exists. such problems can be solved only when K, is known, which,
in most cases, has to be determined experimentally. Fortunately, there are classes of problems where K,
could be safely assumed to be large. System venting problems considered here can be assumed to have small
relative velocities between phases. In such a case, the continuously decreasing system pressure will cause
nucleation and continuous vapor generation. Such nucleation usually occurs at solid surfaces, thus breaking
up any tendency to separate the phases into a low-velocity liquid phase attached to the solid surfaces and
a high-velocity vapor core. This is illustrated in Figure 1.

503675.1 MSDV

Myapor

Constant Pressure Flow

Decreasing Pressure Flow

Figure 1. Effect of pressure decrease on flow configuration
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NUMERICAL SOLUTIONS

The venting analyses presented in this paper were conducted as part of the Two-Phase Integrated Thermal
System (TPITS) shuttle experiment designed to evaluate the Space Station two-phase ammonia thermal
control system. Although the analyses were performed to evaluate a specific system, results are applicable
to other similar systems and show significant trends and design conditions to be avoided.

Two specific analyses were conducted. In the first one a typical ammonia tank was vented to space. A
long-duration run was made to determine the point where freezing is likely to occur. In the second case short
runs were conducted to determine the effects of flow restrictions in the vent line and initial tank
thermodynamic conditions.

1. Venting of an Ammonia Tank

The computational model considered is shown in Figure 2. The supply tank initial conditions were P =
67.0 psia, T = 35°F. The outside boundary pressure was kept at 31.16 psia for 10 seconds, then allowed
to decrease to 1.24 psia in 300 seconds. The pressure was not decreased any further to avoid temperature
decrease below freezing. a condition that has no physical meaning, because the program can consider only
liquid-vapor mixtures with no solid phase. The saturation temperature corresponding to the 1.24 psia
pressure is —100°F, slightly above the —107.86°F freezing temperature.

503676 M5DV
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3.0

Figure 2. Ammonia dump computational model

The computational model consists of pipe P1, representing the supply tank, a reducer R1 between the
supply tank and the vent line P2. Expander R2 and pipe P3 are approximations of space conditions. There
\ are no reliable methods available that could be used to solve liquid-vapor plume problems. Only crude
approximations of external conditions can be made, as were done in the present analysis. To approximate
the external conditions. the flow was allowed to expand from a 0.25 in. diameter line to a 3.0 in. diameter
line. Results of such analysis can give a qualitative indication of possible ice formation outside of the exit
plane.

The supply tank void fraction, mixture pressure, and temperature histories are shown in Figures 3,4, and
5. respectively. The aim of a liquid dump system is to vent as much of the liquid as possible without freezing
the liquid. As shown in Figure 3, the tank approaches a void fraction of 1.0 at approximately 350 seconds.
At this point the temperature. as shown in Figure 5, is well above the freezing temperature. It can be
concluded that the tank can be vented without freezing. At 350 seconds the tank vent line exit temperature
is well above the freezing point, as shown in Figure 6. It can also be concluded that the liquid in the line
will not freeze.
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Figure 5. Storage tank temperature history Figure 6. Mixture temperature at vent pipe exit

Temperature distribution along the length of the circuit is shown in Figure 7. Results show that the
temperature at the exit drops substantially between 200 and 300 seconds, getting close to freezing between
300 and 400 seconds. It can, therefore, be concluded that conditions outside of the vent exit could cause
some freezing. The total mass that could freeze is small because the void fraction during this time period
is large as shown in Figure 8.

2. Effect of Geometry and Initial Conditions on the Vent System Performance

A flow circuit with contracting-expanding cross section was constructed to get some understanding of the
effect of the flow circuit geometry and initial conditions on the freezing potential. The flow circuit geometry
is shown in Figure 9; the conditions analyzed are given in Table 1. Circuit exit boundary conditions are
shown in Figure 10. In this particular case the exit pressure was reduced to 0.2 psia, thus creating a potential
to reach temperatures below freezing. However, it should be realized that temperatures below freezing have
no physical meaning. The solution gives an indication that a freezing condition is approaching but gives no
quantitative answers.
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Figure 8. Void fraction distribution along the length of the flow circuit
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Flow Direction
e
R2 d
‘ P3
P1 Ri| P2 P4 P5 RS Pé6 Py . VR . To
|
R3
R4
Pl4 Pl
fl— VF, —-{lf— VF-2
L ©
Component Length (in.} Diameter (in.}

P1 256 120

P2 29.1 0.25

P3 20 Variable (See Table 1)

P4 29 0.25

P5 34 0.50

Pé 57 3.00

Pl, VF, T - initial pressure, void fraction, and temperature (Table 1)
P, —boundary pressure (Figure 10)
Figure 9. Fiow circuit geometry
TABLE [. INITIAL CONDITIONS AND THE THROAT DIAMETER
Case 1 Case 2 Case 3 Case 4

Pi, (psi) 67.0 8.0 8.0 8.0
VF, 0.001 0.99 0.99 1.0
T, °F) 35.0 -50.0 -50.0 -50.0
Pl, (psi) 32.0 8.0 8.0 8.0
VF, 1.0 1.0 1.0 1.0
T, (°F) 2.0 -50.0 -50.0 -50.0
d (in) 0.056 0.056 0.20 0.056

\

To conserve computer time, the fo

cases are shown in Figure 11. Plots start at 0.5 seconds to give a
which is similar to the first long-duration case described in t
temperature, well above the fre
fraction (a condition that could be encountere
temperature, reaching a point well below freezing. Case 3, similar to Case
diameter. shows much higher temperature.
fact that severe restrictions can hasten the formation of ice within the

ezing point. Case 2, which has a

prof-paper: 920533 t1 06/25/82

ur cases were run for 2.0 seconds. Temperature histories for the four
better resolution of the results. Case 1,
his paper, shows a very gradually decreasing
low supply tank pressure and a high void
d partially into the vent cycle) shows a rapidly decreasing
2, but with a larger restriction
This gives some quantitative evidence to an intuitively obvious
flow circuit. It is, therefore, prudent

to avoid such restrictions whenever possible. Case 4 shows the temperature response of a pure vapor, to
show the difference in response to a two-phase medium.
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Figure 10. Exit pressure histories
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CONCLUSIONS

The ammonia dump analysis results indicate that ammonia can be readily vented overboard either in an
emergency situation or under normal operating conditions with little danger of freezing. For a typical flow
circuit considered in the analysis, practically all of the ammonia could be vented with temperatures
remaining well above freezing. Freezing potential developed outside of the vent nozzle toward the end of
the dump operation, when the liquid quantity in the system is low. Restriction in the flow circuit can greatly
enhance the possibility of freezing and should be avoided. When such restrictions cannot be avoided, they
should be included in the computational model.

No difficulties were encountered using the FLOW-NET program. The cases analyzed are rather difficult
cases computationally, since the flow starts out as essentially a pure liquid in the supply tank, undergoes
a phase change in the flow circuit, then expands into essentially space environment. All results were stable
and the solutions well-behaved.
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RUNNING SINDA ‘85/FLUNT INTERACTIVE ON THE VAX

Boris Simmonds
Sverdrup Technology MSFC Group
Huntsville, Alabama

ABSTRACT

Computer software as engineering tools are typically run in three modes: Batch, Demand and
Interactive. The first two are the most popular in the SINDA world. The third one is not so popular,
due probably to the users inaccessibility to the command procedure files for running SINDA ‘85, or lack
of familiarty with the SINDA ‘85 execution processes (pre-processor, processor, compilation, linking,
execution and all of the file assignment, creation, deletions and de-assignments). Interactive is the mode
that makes thermal analysis with SINDA ‘85 a real-time design tool. This paper explains a command
procedure sufficient (the minimum modifications required in an existing demand command procedure) to
run SINDA ‘85 on the VAX in an interactive mode. To exercise the procedure a sample problem is
presented exemplifying the mode, plus additional programming capabilities available in SINDA '85.
Following the same guidelines the process can be extended to other SINDA 85 residence computer

platforms.
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AGENDA

+ Standard Demand/Batch Run Process

SINDA * Interactive Process
PROCESSES

e Advantages

« Command Procedure Modifications Required

INTERACTIVE  Compilation and Linking process

PROCESS + Running Interactive
* Results Files

L

EXAMPLE ¢ Problem Description
e S ' odel F
PROBLEM INDA'85/Fluint Model Features

¢ Interactive Run

SUMMARY I o List of Command Procedure Files I

SINDA PROCESS
+ Standard Demand/Batch Run Process

-
Get the Current Location and Place to Keep Results I I

[

Create Working Directory on Scratch or Locally

I Run Pre-Processor '
I Compile and Link I USER

IRunProoessorI

| Delete the Working Files and Directories I OUTPUT FILE
I De-assign all Working Files '
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SINDA PROCESS

. Interactiie Process
(-—

| Get the Current Location and Place to Keep Results I
| Create Working Directory on Scratch or Locally I

| Run Pre-Processor I
| Compile and Link F *

INPUT FILES
[M::—’ USER OUTPUT FILES

| Delete the Working Files and Directories I<
| De-assign all Working Files I

INTERACTIVE PROCESS

« Minimum Command Procedure Modifications Required

« In the Standard ASTA.COM File Hold the Run-Process and the
File-Deletion-Process by Commenting the Following Two Lines:

$ RUN ‘FNAME
$ @AST:DELWORK

« Recommend You Create a New File such as ASTA_SAVE.COM.

« Define a Symbol such as SINDAS5_SAVE:== @ASTA_SAVE in
Your THERMAL Set-Up or LOGIN.COM Files.
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INTERACTIVE PROCESS-

* Compilation and Linking Process

* Run the Preprocessor With Input File XXX.INP:

$>SINDAB5_SAVE XXX.INP

¢ If Errors are found, files XXX.OPP or XXX.LIS located in the
Same Directory of XXX.INP Will contain any Pre-Processor
(SINDAS85/Fluint) or Compilation (Fortran) error messages.

« If No Errors, You will find Yourself within the ZZZZ22 .DIR
Scratch Directory. Among All of the XXX.DAT files is the XXX.EXE

Executable ready to Run.

« Transparent to the User, the VAX System Has also Assign a Number
of Working Files (Just like your ASTA_SAVE.COM File Requested
That Will Remain Assign Until they Are De-assigned, or Until You
Logout. Should You Logout, These Assignments Need to be Made
Before the XXX.EXE can be Run.

INTERACTIVE PROCESS

* Running Interactive:

¢ To Run Just Enter:
$>RUN XXX

« All of the Lines Programmed in the HEADER OPERATIONS DATA Block
of the SINDA "'85/Fluint Model Will Begin Execution.

¢ Result Files:

* Result Files 0QO.OUT, XXX.US1, XXX.RSO, Etc) Will be Created in the

Same Location as the XOO(.INP Model.
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EXAMPLE PROBLEM

 Problem Description

» Foam/MLI with GN2 purge
N
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PROBLEM DESCRIPTION

o SINDA'85/Fluint Model FMLLINP

C THIN SUBMODEL: DESIGNED TO MODEL THE THIN INSULATED

C SECTION OF THE FOAM/MLI TEST ARTICLE IN GROUND PHASE CONDITIONS.

c

C PURGE FLUID SUBMODEL: DESIGNED TO MODEL THE GN2 PURGE BETWEEN THE
C MU AND THE SHIELD. THIS SUBMODEL GENERATES THE CONVECTION

C BETWEEN THE SHIELD AND THE THIN ML! INTERFACE.

HEADER OPTIONS DATA

TITLE FOAWMLI GROUND PHASE
MODEL =TEST
OUTPUT = FMLLOUT
USER1 = FMLL.US1

C FLUID DESCRIPTION FOR LN2 PURGE GAS
HEADER FPROP DATA,8728,51,0.0

C MOST COMPLETE N2 GAS (NEAR 1 ATM.)

C VALUES BELOW 77.38K ARE FOR VAPOR

C RGAS =8314.3428.01

ATV, 65.0,4.40E-6
77.36,5.44E-6, 80.0,5.59E-8, 856.05.9E-6, 90.0,622E-6
95.0,6.54E-6, 100.0,6.87E-6, 105.0,7.19E-8, 110.0,7.52E-6
115.0,7.83E-6, 120.0,8.15E-8, 125.0,8.0E-6, 126.2,8.65E-6
130.0,8.78E-6, 140.0,9.4E-8, 180.0,11.8E-8, 200.0,12.9E-6,
220.0,13.9E-6, 240.0,15.0E-8, 280.0,16.0E-8, 260.0,16.9E-6,
300.0,17.9E-6, 340.0,19.7E-6, 440.0,23.TE-6, 460.0,24.4E-6,
480.0,25.2E-6, 500.0,25.9E-6

ATK, 65.0,6.1E-3, 75.0,7.1E3, 77.36,7.4E-3, 60.0,7.6E-3,
85.0,8.0E-3, 90.0,85E-3, 95.0,8.9E-3, 100.0,0.4E-3,
105.0,9.8E-3, 110.0,10.3E-3, 115.0,10.7E3, 125.0,11.TE3,
130.0,12.1E-3, 150.0,13.9E-3, 160.0,14.7TE-3, 1080.0,16.5E-3,
200.0,18.3E-3, 220.0,19.9E-3, 240.0,21.6E-3, 300.0,26.0E-3
320.0,27.4E-3, 340.0,28.7E€-3, 380.0,31.3E-3, 400.0,32.6E-3,
480.0,37.5E-3, 500.0,38.8E-3

AT,CP, 65.0,1.030E3, 320.0,1.039E3, 380.0,1.042E3, 480.0,1.060E3
500.0,1.066E3

C—
HEADER CONTROL DATA,GLOBAL

UID =ENG PATMOS =-14.7
ABSZRO = 0.0

SIGMA =10

NLOOPS =500
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PROBLEM DESCRIPTION

« SINDA'85/Fluint Model FMLLINP (cont)

HEADER USER DATA, GLOBAL

Pl =3.1416
VALUE =0.0
ICASE =1

c* *e rereeee rersese

¢ TO CHANGE MODEL CONFIGURATION, MODIFY THE FOLLOWING VARIABLES:

C
C CRYO PHYSICAL PROPERTIES:
QEVAP =191.9 $ HEAT OF VAPORIZATION OF CRYO (BTULBM)
TCRYO =370 $ CRYO TANK TEMP (DEG R)
C BOUNDARY CONDITIONS:
TWALL =530.0 $ CHAMBER WALL (DEG R)
TSHIELD = 520.0 $ ALUMINUM SHIELD TEMP (DEG R)
GN2PT =530.0 $ CHAMBER GN2 PURGE GAS TEMP (DEG R)
C MLI PROPERTIES:
AMUTN =45.809  § THIN MLI SURFACE AREA
DMLITN =50.0 $ MLI DENSITY (LAYERSAN)
XLAYTN =17.0 $ NUMBER OF MLI LAYERS ON THIN INC OUTERANNER)
EMLIH =0.06 $ MLI HEMISPHERICAL EMISIVITY
E%ﬂ?n?) 0.1 $ MLI OUTER LAYEREMISVITY  PDIA = 1J32/12.0 $ LEXANPIN

DPIN =10  $PIN DENSITY (¥SQFT)
FMSTN =10  §THIN MLI-SHIELD VIEW FACTOR
SEAMLTN =36.061  § THIN MLI SEAM LENGTH (FT)
SEAMWTN =0.126/12. $ THIN MLI SEAM WIDTH (FT)
C SOF PROPERTIES:
ASOFITN = 43.086  $ THIN SOFI AREA (FT2)
SOFITN =0.45/12. $ THIN SOFI THICKNESS (FT)
C WALL PROPERTIES: \
EWALL =08  §EMISSIVITY OF VAC WALL CHAMBER
C SHIELD PROPERTIES:
ASHTN =6203  §THIN SHIELD AREA (FT2)
ESHIELD=09 $ EMISSIVITY OF AL SHIELD
FSW =10  §SHIELD-WALL VIEW FACTOR
CONVSW =1.0  §GN2 CONV BET SHIELD AND WALL (BTUMR-FT2-F)
C GN2 PURGE FLUINT NETWORK
GN2MLIT =530.0  $ MLI GN2 PURGE GAS TEMP (DEG R)
GN2PFR =100  § MLI GN2 PURGE FLOWRATE (LBSAMIN)
MTCTN =00  $THIN GN2 PURGE H(BTWHR-FT2-F) (OUTPUT)
RENTN =00  $THIN GN2 REYNOLD'S NO. (OUTPUT)
CUSEDFOROUTPUTONLY  XMLITN =00  $ THIN ML THICKNESS
VPURTN =00  §GN2 VEL BET SHIELD AND THIN MLI (FT/SEC)
C OTHER MODIFIABLE INPUTS
STEF =0.17T14E-8 § STEFAN-BOLTZMANN (BTUMR-FT2-Rd4)
C END OF MODIRCATIONS
plowisvthutiouintetipsitesianinl o
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PROBLEM DESCRIPTION

e SINDA'85/Fluint Model FMLI.INP (cont)

C THIN SUBMODEL:

c

€ MAJOR ASSUMPTIONS

C 1. TANK OUTER SURFACE IS CONSTANT (DEG RANKINE)

C 2. CHAMBER WALL TEMPERATURE IS CONSTANT (DEG RANKINE)

C 3. AVERAGE SOFI THICKNESS IS 0.45 IN. (BASED ON THICKNESS MAP)
C 4. MLI DENSITY - 50 LAYERSAN., 156 LAYERS MLI PLUS TWO MYLAR COVERS
C MU THICKNESS = 17/50 = 0.34 IN.

C 5. ML HEMISPHERICAL EMISSIVITY = .05

C 6. EMISSIVITY OF MLI OUTER SURFACE = .1, EMISSIVITY OF SHIELD = .9
C EMISSIVITY OF VACUUM CHAMBER = 0.8.

C 7.LEXAN PINS, DIAMETER = 1/8 IN., DENSITY = 1t PER FT*2 MLI

HEADER USER DATA, THIN

101=0.
102=0.
103=0.
201=0.
301=0.
401=0.
501=0.
502=0.
503=0.
504=0.

888=0.
998=0.

HEADER NODE DATA, THIN

10, 520.0, -1.0 $ ALUMINUM SHIELD
20, 450.0, -1.0 § MU SURFACE

30, 360.0, -1.0 §SOHA SURFACE

40, 200.0, -1.0 §$SOR MIDPOINT

-8, 5300, 0.0 $CHAMBER WALL
-9, 5300, 0.0 $GN2PURGE GAS
-50, 37.0, -1.0 $CRYO

HEADER CONDUCTOR DATA, THIN

C CALCULATION FOR HEAT LEAK COMPONENTSC

C G{mii-shieid) (100) = A*Fv*Fe*STEF

C G{mli cond) (101) = {CALCULATED IN VARIABLES 1 USING EMPIRICAL FORMULA)

€ G{ml rad) (102) = (CALCULATED IN VARIABLES 1 USING EMPIRICAL FORMULA)

C G{mlii gas) (103) = KN2 * ATmli

€ G{mli seam) {-104) = Lseam*Wseam"Fssam*'STEF

C G{mli pin) (105) = Kpin*Npin{ratio)*A*Apin/TmiiC G(mli pin) (105) = Kpin*Npin{ratio)*A*Apin/Tmli
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PROBLEM DESCRIPTION

e SINDA'85/Fluint Model FMLILINP (cont)

C G{sofi) (106) = Ksofi*A/(TsofV/2)

C G{sofi) (107) = Ksofi*A/(Tsol\2)

C G(wall-shield) (108) = A"Fv*Fe"STEF
C G(GN2-SHIELD) (108) = h*A

c
=100, 10, 20, 10 $ SHIELD TO MLl
101, 20, 30, 10 $ MLI CONDUCTION
102, 20, 30, 10 $ MLI RADIATION
SIV103, 20, 30, A3, K501 $ MLI GAS
-104, 2, 30, 1.0 $ ML) SEAM
SPV 105, 20, 30, A1,K502 $ MLI PN
SPV 106, 30, 40, A2 K503 $ SOF CONDUCTION
SPV 107, 40, 50, A2,K504 $SOF CONDUCTION
-108, 10, 8, 10 $ WALL TO SHIELD
109, 10, 9, 1.0 $ GN2 CONV SHIELD-WALL
HEADER ARRAY DATA, THIN
1=3.23365E-2,3.35183E-4,-4.6414E-7,3.23T97E-10 § KPIN
2=0.00259,0.0000231 $ K SOF BX260
3= 115.0, 0.094 $ K (GN2) 139.1, 0.0787
139.2, 0.00439
460.0, 0.0131
800.0, 0.0204
1000.0, 0.0243
HEADER CARRAY DATA, THIN
999=PARAMETER

HEADER FLOW DATA,PURGE,RD=8728

LUPLEN,10,PL= 147, TL=530.
LUJUNC,1,PL=147, TL=5830.
LUPLEN,20,PL = 14.7, TL =B830.
PA CONN,1,10,1 $ SEE OPERATIONS BLOCK
DEV = MFRSET
SMFR =10
PA CONN,2,1,20 $ SEE OPERATIONS BLOCK
DEV =STUBE
TLEN =1.0 DH =10
AF =10
THTN,1,1,THIN.10,2,0.5
T HTN,2,1,THIN.20,2,05
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PROBLEM DESCRIPTION

« SINDA'85/Fluint Model FMLLINP (cont)

CONTINUE &
XMLITN = XLAYTN/DMLITN/A42.0

9995 WRITE(2,9994) “E—
9994 FORMAT(

1 * ENTER PARAMETER NAME TQ BE CHANGED: (EX: TCRYO)”/

1 *TO RUN WITH CHANGES ENTER: RUN”

1 *TO QUIT ENTER: QUIT OR EXIT")
READ{1,'(A)’, END=9996)THIN.UCA999
IF(THIN.UCAS99{1:1).EQ.' 1GO TO 9005
IF(THIN.UCA999(1:3).EQ.'RUN')GO TO 778
IF(THIN.UCA999(1:4).EQ."QUIT')GO TO 77%
IF(THIN.UCA999(1:4).EQ.'EXIT')GO TO 779

9996 WRITE(2,9997)THIN.UCAS99
9097 FORMAT(

1 ' ENTER VALUE FOR ',A8)

READ(1,*,END=0098)VALUE

HEADER OPERATION DATA

BUILD TEST,THIN
BUILDF TEST,PURGE

C WRITE INPUT PARAMETERS TO SCREEN
WRITE(2,1100)liCASE
C CRYO PHYSICAL PROPERTIES:
WRITE(2,1101)TCRYO,GEVAP
C BOUNDARY CONDITIONS:
WRITE(2,1102)TWALL TSHIELD,GN2PT
C MLI PROPERTIES:
WRITE(2,1103)AMLITN, DMLITN,XLAYTN,
1 XMLITN,EMLIH,EMLIO,PDIA,
1 DPIN,FMSTN,SEAMLTN,SEAMWTN
C SOFI PROPERTIES:
WRITE(2,1104)ASOFTTN,SOFITN
C WALL PROPERTIES:
WRITE(2,1105)EWALLC SHIELD PROPERTIES:
WRITE(2,1106)ASHTN,ESHIELD,FSW,CONVSW
C GN2 PURGE FLUINT NETWORK
WRITE(2,1108)GN2MLIT,GN2PFR

1F(THIN.UCA999(1:5).EQ."QEVAF* JQEVAP=VALUE
IF(THIN.UCA®998(1:5).EQ."TCRYO' )TCRYO=VALUE
C BOUNDARY CONDITIONS:
IF(THIN.UCA999(1:5).EQ. TWALL' )TWALL=VALUE
IF(THIN.UCAS99(1:7).EQ. TSHIELD") TSHIELD=VALUE
IF(THIN.UCA®99(1:5).EQ."GN2PT)GN2PT=VALUE
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PROBLEM DESCRIPTION

« SINDA'85/Fluint Model FMLLINP (cont)

C MU PROPERTIES:
IF(THIN.UCA999(1:6). EQ.'AMLITN' JAMLITN=VALUE
IF(THIN.UCA999(1:6) EQ.'DMLITN' )DMLITN=VALUE
IF(THIN.UCA999(1:6).EQ. XLAYTN' )XLAYTN=VALUE
IF(THIN.UCAS99(1:5). EQ.EMLIH' JEMLIH=VALUE
IF(THIN.UCA999(1:5).EQ'EMLIO’ JEMLIO=VALUE
IF(THIN.UCA99(1:4).EQ.'PDIA" )PDIA=VALUE
IF(THIN.UCA999(1:4).EQ'DPIN' JOPIN=VALUE
IF(THIN.UCA999(1:5).EQ."FMSTN' FMSTN=VALUE
IF(THIN.UCAS99(1:7).EQ.'SEAMLTN)SEAMLTN=VALUE
IF(THIN.UCA999(1:7).EQ.'SEAMWTN')SEAMWTN=VALUE

¢ SOR PROPERTIES:
IF(THIN.UCA999(1:7).EQ.' ASOFTTN')ASOFTTN=VALUE
(F(THIN.UCA999(1:6).EQ.'SOFTTN' SOFITN=VALUE

C WALL PROPERTIES:
IF(THIN.UCA999(1:5).EQ.EWALL’ JEWALL=VALUE

¢ SHIELD PROPERTIES:
IF(THIN.UCA989(1:5).EQ.'ASHTN' JASHTN=VALUE
{F(THIN.UCA999(1:7).EQ.'ESHIELD')ESHIELD=VALUE
IF(THIN.UCA999(1:3).EQ.'FSW' )FSW=VALUE
IF(THIN.UCA999(1:6).EQ.'"CONVSW' }CONVSW=VALUE

<C GN2 PURGE FLUINT NETWORK
IF(THIN.UCAS89(1:7).EQ.'GN2MLIT')GN2MLIT=VALUE
IF(THIN.UCA999(1:6).EQ.'GN2PFR’ }GN2PFR=VALUE

C WRITE INPUT PARAMETERS TO USER1 A
WRITE(NUSER1,100)JICASE
C CRYO PHYSICAL PROPERTIES:
WRITE(NUSER1,101)TCRYO,QEVAP
C BOUNDARY CONDITIONS:
WRITE(NUSER1,102)TWALL TSHIELD,GN2PT
C MLI PROPERTIES:
WRITE(NUSER1,103)AMLITN,DMLITN, XLAYTN,
1 XMLITN,EMUM,EMLIO,PDIA,
1 DPIN,FMSTN,SEAMLTN,SEAMWTN
C SOFI PROPERTIES:
WRITE(NUSER{,104)ASOATN,SOFATN
C WALL PROPERTIES:  WRITE(NUSER1,105)EWALL
C SHIELD PROPERTIES:
WRITE(NUSER1,108)ASHTN,ESHIELD,FSW,CONVSW
€ GN2 PURGE FLUINT NETWORK
WRITE(NUSER1,108)GN2MLIT,GN2PFR

c
GOTO 777 ﬂ"
c
778 CONTINUE <@
c ‘
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PROBLEM DESCRIPTION

SINDA'85/Fluint Model FMLILINP (cont)

CALL CHGLMP(PURGE',10, TL',GN2MLIT,'PL))
PURGE.SMFR1 = GN2PFR"60.0

C THIN MLI WETTED HEAT TRANSFER AREA = 4.0°'TLEN*AF/DH
PURGE.DH2 =353.0
PURGEAF2 = Pl4.°(3.5"2-3.0"2)
PURGE.TLEN2 = (2."AMUTN)'PURGE.DH2/4/PURGE.AF2

THIN.T8 =TWALL

THIN.T9 = GN2PT

THIN.TS0 =TCRYO

CALL HNQCAL (THICK')

CALL STDSTL

THIN.XKB888 = -THIN.Q50
THIN.XK889 = THIN.XKB88/QEVAP

C WRITE TEMPERATURE OUTPUT TO USER1 FILE
WRITE(NUSER1,201)
1 THIN.T50,THIN.T30,THIN.T20,THIN.T10,THIN.T8
WRITE(NUSER1,203) 1 PURGE.FR2/60.,PURGE.TL1,PURGE.TL1,PURGE.PL1,
1 HTCTN,VPURTN,RENTN

WRITE(NUSER1,301)
1 THIN.XK888,THIN.XK0e989

ICASE =ICASE+t

GOTO 777

779 CONTINUE -

100 FORMAT( :
1 '=—GROUND HOLD TEST PREDICTIONS —')/
'—INPUT PARAMETERS FOR CASE NO. 4, -/

)

101  FORMAT(
* CRYO PHYSICAL PROPERTIES :'/
'TCRYO ='E10.4, CRYO TANK TEMP (DEG R}/

1 'QEVAP ='E10.4, HEAT OF VAPORIZATION OF CRYO (BTUABM))
102 FORMAT(/

1 ' BOUNDARY CONDITIONS :'/

1 *TWALL ='[E10.4' CHAMBER WALL AND PLATFORM TEMP (DEG R)'/
* TSHIELD = ',E10.4,' ALUMINUM SHIELD TEMP (DEG R}/
*GN2PT = ',E10.4,' CHAMBER GNE PURGE TEMP (DEG R))
103 FORMAT(/ 1 'MLI PROPERTIES :'/
' AMLITN =',E10.4' THIN MLI SURFACE AREA'/
"DMLITN =',E10.4, THIN MLI DENSITY (LAYERSAN)/
' XLAYTN ='E10.4,' NO. OF MLI LAYERS ON THIN + 2,/
*XMLITN ='E10.4, THIN ML THICKNESS (FT) (QUTPUT ONLY)'/
"EMLIH = ',E10.4, ML HEMISPHERICAL EMISIVITY"/
"EMUIO =',E10.4, MLIOUTER LAYER EMISIVITY"/
‘PDIA =',E10.4, LEXAN PIN DIA (FT}'/

I

-k -

-t bk

b mh b mh wh = b

A
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PROBLEM DESCRIPTION

« SINDA'85/Fluint Model FMLLINP (cont)

"DPIN = 'E10.4,' PIN DENSITY (NOJSQFT)'/
'FMSTN =',E10.4' THIN ML-SHIELD VIEW FACTOR'/
+ SEAMLTN = E10.4, SEAM LENGTH (FT)/
+ SEAMWTN = ',E10.4,' SEAM WIDTH (FT))
104 FORMAT{
* SOFI PROPERTIES '/
* ASOFTTN = ' E10.4, THIN SOF1 AREA (FT2)'/
1 ' SOFITN =',E10.4, THIN SOF! THICKNESS (FT))
105 FORMAT(
1 ' VACUUM CHAMBER WALL PROPERTIES -/
'EWALL =",E10.4, EMISSIVITY OF VAC WALL CHAMBER)
106 FORMAT({/
' SHIELD PROPERTIES =/
' ASHTN ='E10.4, SHIELD AREA (FT2)/
+ ESHIELD = *,E10.4, EMISSIVITY OF AL SHIELD'/
'FSW ='E10.4, SHIELD-WALL VIEW FACTOR'/
3 * CONVSW = "E10.4’ GN2 CONV SHIELD-WALL (BTUHR-FT2-F)/)
c
C GN2 PURGE FLUINT NETWORK
108 FORMAT(
1! &t& PAJ)E!’GE FLUINT NETWORK :'/ 1 ' GN2MLIT = ',E10.4, MLI GN2 PURGE GAS TEMP

1 *GN2PFR =',E10.4; MLl GN2 PURGE FLOWRATE (LBS/MIN))

-h b = =h

-h ah

-h

wh b b A

c

201 FORMAT(/
1 * FOAMML! TEMPERATURES (DEG R) BY SUB-MODELS =/
1 1) .J
1 CTHIN ML =Y,

1°* CRYO SORA MU ALSHIELD,
1 ' WALL'/5(2X,F8.2))
c
¢ SUBMODEL PURGE OUTPUT
c
203 FORMAT(
* THIN PURGE FLOW NETWORK INFO'/
[ ] |,
' FR2(LBMIN) TL1 (F) TL2(F) PL2(PS)’
"H(BHR-FT2-F) V(FT/SEC) REN NO.”/
4{1X,E10.5),3(2X,E10.5))

b wb ob ad b

¢

301 FORMAT(/
1'  HEATLEAK BOIL-OFFRATE/ 1'  (BTUMR) (LBSMR)
1 J]
1 'THIN 'E124, "E10.4,)

c

1100 FORMAT(/’ GROUND HOLD TEST PREDICTIONS INPUT PARAMETERS '
1 'FOR CASE NO. 'J4)

c
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PROBLEM DESCRIPTION

o SINDA'85/Fluint Model FMLILINP (cont)

1101 FORMAT(

1 'TCRYO ='E10.4' QEVAP ='E10.4)
1102 FORMAT(

1 *TWALL ='E10.4, TSHIELD = 'E10.4/

1 'GN2PT = 'E10.4)

1163 FORMAT(

1 * AMUITN ='E10.4 DMLITN ='E10.4/
*XLAYTN ='E10.4, XMLITN ='E10.4/
"EMLIH ='E10.4; EMUO ='E10.4/
'PDIA ='[E10.4,DPIN ='E104/
'FMSTN ='E10.4, SEAMLTN ="E10.4/

1 ' SEAMWTN = E10.4)

1104 FORMAT(

1 * ASOFITN =" E10.4, SOFTTN =',E10.4)
1105 FORMAT(

1 'EWALL ='E10.4)

1108 FORMAT(
1 'ASHTN ='[E10.4, ESHIELD ="' E10.4/
1'FSW ='E10.4, CONVSW ='E10.4)
C GN2 PURGE FLUINT NETWORK
1108 FORMAT( 1 ' GN2MLIT ='E10.4, GN2PFR ='E10.4)
c
HEADER VARIABLES 1, THIN

-t wh wh b

C CALCULATING VALUES FOR BASIC MLI HEAT LEAK COMPONENTS

C Q(mli cond) = [A*8.95E-8°NLCA2.66/(2°(N-1))] TTm*2 - Te 2]

C Q(mil rad) = [A"5.39E-10°6toth/(N-1)'[TM*4.67 - Te*4.67]

c

C NOTE: THE ABOVE EQUATIONS UTILIZE S| UNITS B/C EQUATIONS ARE GIVEN
AS SUCH.

CONVERSION FACTORS WERE USED FOR CONTINUITY OF INPUTS.
AREA: 1 FT*2 = 092003 M2
LENGTH: 1IN =254CM
HEAT: 1 BTUMR= 20307 WATTS
TEMPERATURE: DEG R = T(DEG R) = 1.8 T(DEG K)
G100 = AMLITN'FMSTN*(1/(1 JEMLIO+1 JESHIELD-1.)\"STEF
XK201 = 8.95E-8*((DMLITN/2.54)*"2.56 (2. *(XLAYTN-1.))
XK102 = (AMLITN®.002003°XK201)°((T20/1.8)**2.-(T30/1.8)**2.)/.26307
G101 = XK102/T20-T30)
XK301 = 5.39E-10°EMUIH/(XLAYTN-1.)
XK101 = (AMLITN®.002003°XK301)*((T20/1.8)**4.67-(T30/1.8)*4.67)/ 29307
G102 = XK101AT20-T30)
XK501 = AMLITN/XMLITN

(s N RN NeNeNeNe




PROBLEM DESCRIPTION

« SINDA'85/Fluint Model FMLLINP (cont)

G104 = SEAMLTN*SEAMWTN*(SQRT (1.¢quﬂ'N"2ISEmN“2)-XHL|TNISEAMN)'
XK502 = DPIN*AMLITN'PI*PDIA“2/XMLITN

XK503 = ASOFITN/(SOFITN/2.)

XK504 = XK503

G108 = ASHTN*FSW*(1./(1JESHIELD+1JEWALL-1 J)'STEF

G109 = CONVSW'ASHTN

HEADER OUTPUT CALLS, THIN

IF(LOOPCT.GT.1) THEN
CALL TPRINT (THIN')
CALL HNQGPNT (THIN')
END IF

HEADER OUTPUT CALLS, PURGE

IF(LOOPCT.GT.1) THEN
CALL LMPTAB ('PURGE")
CALL TIETAB (PURGE')
CALL PTHTAB (PURGE’)
END IF

<

HEADER FLOGIC 1, PURGE

C OBTAIN PURGE GAS V AND Re BETWEEN SHIELD AND THIN MLI (FT/SEC)
C V= MDOT * SPEC VOL / FLOW AREA
VPURTN = PURGE.SMFR1°VSV(PL1,TL1,PURGE.RYPURGE.AF2/3600.
HTCTN = DI'ITUS(PURGE.FRZ.PURGE.DI'!!.PUHGE.AFZ.“’IN.TM.PURGE.PU.
1 PURGE.TL1,PURGE.XL1,PURGE.FI) °
RENTN = VPURTN*3600.*PURGE.DH2/VSV(PL1,TL1,PURGE.RY
1 VVISCV(PL1,TL1,PURGE.F))
Cc
END OF DATA
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EXAMPLE PROBLEM

* Interactive Run:
Compile and Link Input File FMLLINP

EPVAX><ir
Directory DISKSUSER4:[SIMMONDS. WORILTFAWS)
FLLINP.3

Totet of 1 file, 31 blocks.
EPVAXxsindatSeave fmiling
INPUT DATA FILE: RLLING
SINDA 85 PREPROCESSOR RUN OF PROBLEM: RMLLINP
STARTING: 11-AUG-1862 07:37:20.31
FORTRAN STOP

The Pre-Processor ren for § opu ssconde
PREPROCESSOR : 11-AUG- 1062 07:37:56.04
BSEQINNING COMPILE AND LINK
STARTING: 11-AUG-1082 07:37:65.06

The complier ren for 4 opu ssconde

DOING THE LINK

The Ink ran for 7 opu seconds
COMPILE AND LINK ENDE : 11-AUG-1002 07:38:23.33
SINDA ‘65 PROCESSOR RUN OF PROBLENM: FMLLINP
STARTING: 11-AUG-1882 07:38:22.73
EPVAYX>

EXAMPLE PROBLEM

¢ Interactive Run:
Output Files ( Created in Scratch Directory ZZZZZZ.DIR)

EPVAX>dir
Directory DISKOUSER4JSIMMONDS. WORICTFAWS . TZ2127]

ARYDAT.DAT; t ARYTRE.DAT;1 CARTREDAT;t  CNTDAT.DAT;1
CNTTREDAT:1  CONNAMDAT;  CONTRE.DAT;! CRYDAT.DAT;!
FLOOOM.DAT:1 FLODEV.DAT:;1 FLOJUN.DAT;!  FLOMOD.DAT;1
RLOPLN.DAT;{ FLOPAP.DAT;{ ROTIEDAT;t  FLOTNICDAT;t
FLOTUB.DAT;1 PMLLEXE;1 LMPTREDAT;1  NODOAT.DAT;1
NOUTRE-DAT;1 NOUSERLDAT; 1 NUMTRE.DAT;!  NVCOAT.DAT;t
NVQDAT.DAT;Y OPTION.DAT;1 OPTIONSDAT;1  PCSDAT.DAT:1
SORDAT.DAT;t TIETREDAY;! TRYDAT.DAT;1 UBEDATDATM
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EXAMPLE PROBLEM

¢ Interactive Run:
Running Interactive (File FMLLEXE)

EPVAXGrun fmll

WWMWWPWMMM 1
TCAYO =0JT00E+«02 QEVAP = 0.1910E+03
TWALL =0.5300E+03 TSHIELD = 0.5200E+03
GN2PT = 0.5300E+03

AMUTN = 0.4501E+02 OMLITN = 0.5000€402
XLAYTN = 0.1700E«02 XMLITN = 02833€-01
EMUH =05000E01 EMUO =0.1000E+00
PDIA =02004E-02 DPIN = 0.9000E+01
FMETN =0.1000E«01 SEAMLTN = 0.3004E+02
SEAMWTN = 0.1042E-01

ABOFITN = 0.4300E+02 SOFTN = 0.3TS0E-01
EWALL = 0.8000E+00

ASHTN = 08203E+02 ESHIELD = 0.8000E+00
FEW = 0.1000E+01 CONVSW = 0.1000E+01
GN2MUIT = 0.5300E+03 GN2PFR = 0.1000E+02

ENTERPMMTOBEW(EX:TGHW)
TO AUN WITH CHANGES ENTER: RUN
TO QUST ENTER: QUIT OR EXIT

EXAMPLE PROBLEM

¢ Interactive Run:
Entering Inputs (Modify TCRYO User Data to 140)

TCRYO

ENTER VALUE FOR TCRYO
140

GROUND HOLD TEST PREDICTIONS INPUT PARAMETERS FOR CASE NO. 1
TCRYO = 0.1400E«03 QEVAP = 0.1910E+03
TWALL =0.5300E+03 TSHIELD = 0.56200E+03
GN2PT = 0.5300E+«03

ANUITN = 0.4681E+02 DMLITN = 0.5000E+02
XLAYTN = 0.1700E+02 XMUTN = 02033E-01
EMLH =05000E01 EMUO =0.1000E4+00
PDIA = 0.2004E-02 DPIN = 0.1000E+01
FMETK =0.1000E+01 SEAMLYN = 0.3608E+02
SEAMWTN = 0.1042E-01

ABOFITN = 0.4300E+02 SOFITN = 0.37B0E-01
EWALL = 0.8000E+00

ABHTN = 0.6203E+02 ESHIELD = 0.9000E +00
FBW =0.1000E+01 CONVSW = 0.1000E+01
GN2MLIT = 0.5300E+03 GN2PFR = 0.1000E+02

ENTER PARAMETER NAME TO BE CHANGED: (EX: TCRYO)
TO RUN WITH CHANGES ENTER: RUN
TO QUIT ENTER: QINT OR EXIT
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EXAMPLE PROBLEM

« Interactive Run:
Entering Inputs (Modify CONVW User Constant to .5)

CONVSW

ENTER VALUE FOR CONVSW
5

GROUND HOLD TEST PREDICTIONS INPUT PARAMETERS FOR CASE NO. 1
TCAYO = 0.1400E+03 QEVAP =0.1010E+03
TWALL = 0.5300E+03 TSHIELD = 0.5200E+03
GM2PT = 0.5300E+03

AMLITN = 0.4581E+02 DMLITN = 0.5000E+«02
XLAYTN = 0.1700E+02 JOMLITN = 02633E-01
EMLIH =05000E-01 EMUIO = 0.1000E+00
POIA = 0.2004E-02 DPIN = 0.1000E+01
FMSTN =0.1000E+01 SEAMLTN = 0.3808E+02
SEAMWTN = 0.1042E-01

ASOFTTN = 0.8300E+02 SOFITN = 0.3750E-01
EWALL = 0.0000E+00

ASHTN =06203E+02 ESHIELD = 0.0000E +00
FBW =0.1000E+01 CONVEW = 0.5000E+00
GN2MLIT = 0.6300E+03 GN2PFR = 0.1000E+02

ENTER PARAMETER NAME TO BE CHANGED: (EX: TCRYO)
TO RUN WITH CHANGES ENTER: RUN
TO QUIT ENTER: QUIY OR EXIT

EXAMPLE PROBLEM

¢ Interactive Run:
Run Casel

GROUND HOLD TEST PREDICTIONS INPUT PARAMETERS FOR CASE NO. 2
TCRAYO =0.1400E+03 QEVAP = 0.1819E+03
TWALL = 0.5300E+03 TSHIELD = 0.5200E+03
GN2PT = 0.5300E+00

AMLITN = 0.4581E+02 DMLITN = 0.5000E+02
XLAYTN =0.1700E«02 XMUTN = 0.3833E-0t
EMUM = 0.5000E-01 EMUO = 0.1000E .00
POIA = 0.2004E-02 DAIN = 0.1000E+01
FUSTN =0.1000E+01 SEAMLTN = 0.3006E+02
SEAMWYN = 0.1042£-01

ASOFTTN = 0.4300E+02 SOFTN = 0.3760E-01
EWALL = 0.8000E+00

ASHTN = 0.8203E+02 ESHIELD = 0.9000E+00
FSW =0.1000E+«01 CONVEW = 0.5000E+«00
GN2MUIT = 0.6300E+03 GN2PFR = 0.1000E+02

ENTER PARAMETER NAME TO BE CHANGED: (EX: TCRYO)
TO RUN WITH CHANGES ENTER: RUN
TO QUIT ENTER: QUIT OR BXaT
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EXAMPLE PROBLEM

o Interactive Run:
Exit and Show Result Files in TFAWS.DIR

EXIT

FORTRAN BTOP

EPVAY>dir [-]

Dirsctory DISKSUSERA:[SIMMONDS. WORK.TFAWS]

FMLLINP;3 FMLLLIS; 1 FMLLOPP;1 FRLOUT; 1
FMLLUS1;1 I DR

Total of § files.
EPVAX>

SUMMARY

¢ The Interactive Process Saves Time.

« Permits Modifications to Thermal/Fluids Model Parameters During Run Time.

o Permits User to Examine Results and Make Decisions During Parametric Studies.
« Executable Models Can be Run by Non-SINDA '85/Fluint Users.

o Open the Doors for Unlimited Creativity and Interaction with the
SINDA '85/Fluint Models.

65



SUMMARY

e OQutput File FMLI.US1

——GROUND HOLD TEST PREDICTIONS—
~INPUT PARAMETERS FOR CASE NO. 1 -

CRYO PHYSICAL PROPERTIES :

TCRYO = 0.1400E+03 CRYO TANK TEMP (DEG R)

QEVAP = 0.1919E+03 HEAT OF VAPORIZATION OF CRYO (BTUALBM)
BOUNDARY CONDITIONS :

TWALL = 0.5300E+03 CHAMBER WALL AND PLATFORM TEMP (DEG R)
TSHIELD = 0.5200E +03 ALUMINUM SHIELD TEMP (DEG R)

GN2PT = 0.5300E+03 CHAMBER GNE PURGE TEMP (DEG R)

ML PROPERTIES :

AMLITN =0.4581E+02 THIN MLI SURFACE AREA

DMLITN = 0.5000E+02 THIN ML) DENSITY (LAYERSAN)

XLAYTN = 0.1700E+02 NO. OF MLI LAYERS ON THIN + 2 .
XMLITN = 0.2833E-01 THIN MLI THICKNESS (FT) (OUTPUT ONLY)
EMLM = 0.5000E-01 MLI HEMISPHERICAL EMISIVITY

EMLIO = 0.1000E+00 MLI OUTER LAYER EMISIVITY

PDIA = 0.2604E-02 LEXAN PIN DIA (FT)

DPIN = 0.1000E+01 PIN DENSITY (NO/SQFT)

FMSTN = 0.1000E+01 THIN MLI-SHIELD VIEW FACTOR
SEAMLTN = 0.3606E+02 SEAM LENGTH (FT)

SEAMWTN = 0.1042E-01 SEAM WIDTH (FT)

SOF PROPERTIES :

ASOFTTN = 0.4399E+02 THIN SOFI AREA (FT2)

SOFTTN = 0.3750E-01 THIN SOF THICKNESS (FT)

VACUUM CHAMBER WALL PROPERTIES :

EWALL = 0.8000E+00 EMISSIVITY OF VAC WALL CHAMBER
SHIELD PROPERTIES :

ASHTN = 0.6203E+02 SHIELD AREA (FT2)

ESHIELD = 0.9000E+00 EMISSIVITY OF AL SHIELD

FSW = 0.1000E+01 SHIELD-WALL VIEW FACTOR ,
CONVSW = 0.5000E+00 GN2 CONV SHIELD-WALL (BTUMR-FT2-F)
GN2 PURGE FLUINT NETWORK :

GN2MLIT = 0.5300E+03 MLI GN2 PURGE GAS TEMP (DEG R)
GN2PFR = 0.1000E+02 MLI GN2 PURGE FLOWRATE (LBS/MIN)
FOAMMLI TEMPERATURES (DEG R) BY SUB-MODELS :

THIN MU :

CRYO SOFl MU ALSHIELD WALL
14000 31256 406.56 524.75 530.00
THIN PURGE FLOW NETWORK INFO

FR2(LBMIN) TL1 (F) TL2(F) PL2(PSI) H(BHR-FT2-F) V(FT/SEC) REN NO.
.10000E +02 .52208E+03 .52208E+03 .14700E+02 .22781E+00 S8TIOE+00 27T915E+04
HEAT LEAK BOIL-OFF RATE
(BTUHR) (LBSHR)

THIN 0.1582E+04 0.8245E+01




SUMMARY

e VAX FILES (Command Procedures) to Run SINDA'85

EPVAX>d

Directory DISKSUSER4:[SIMMONDS THERMAL SINDASS]

ASTA.COM;20 7 16-OCT-1991 13:25:41.10 (RWED,RWED,RE,RE)
ASTAPP.EXE;1 902 19-APR-1990 14:66:33.00 (RWED,ARWED,RE,RE)
ASTASAVE.COM;3 7 22-APR-1981 15:37:31.10 (RWED,RWED,RE,RE)
BANNER.TXT;7 3 21-JUL-1989 12:54:24.00 (RWED,RWED,RE,RE)
BANNER2.TXT;3 7 21-JUL-1989 12:54:36.00 (RWED,RWED,RE,RE)

DATA_ONLY.DIR;1 1 26-SEP-1990 07:51:56.12 (RWED,RWED,RE,RE)
DELWORK.COM;24 2 20-JUN-1989 16:34:40.00 (RWED,RWED,RE,RE)
EXPLOT.DIR;1 1 25-SEP-1990 16:18:12.00 (RWED,RWED,RE,RE)
FINCLUDE.DIR;1 3 26-SEP-1990 11:20:28.10 (RWED,RWED,RE,RE)
FLUINTP.OLB;2 2204 19-APR-1990 14:20:42.00 (RWED,RWED,RE,RE)
FLUINTPP.OLB;1 1480 19-APR-1990 14:19:31.00 (RWED,RWED,RERE)
FS_ROUTINES.OLB;1 116 4-OCT-1991 14:19:03.27 (RWED,RWED,RE RE)

INCLUDE.DIR;1 4 26-SEP-1990 11:20:22.93 (RWED,RWED,RE,RE)
LINKPPF.COM;3 1 24-JUL-1986 11:16:38.00 (RWED,RWED,RE,RE)
LINKRAP.COM;2 1 6-SEP-1989 08:15:49.00 (RWED,RWED,RE.RE)
MKNAME.COM;1 1 15-AUG-1984 10:30:06.00 (RWED,RWED,RE,RE)
MKWORK.COM;17 2 20-JUN-1989 08:33:50.00 (RWED,RWED,RE,RE)

NEW_FS_ROUTINES.OLB;1

48 19-FEB-1991 13:23:30.60 (RWED,RWED,RE,RE)

OLD_FS_ROUTINES.OLB;1
116 20-JUL-1989 16:24:38.00 (RWED,RWED,RE,RE)
OLD_TSAVE_ASCR.OBJ;{

3 10-OCT-1990 11:56:28.20 (RWED,RWED,RE,RE)
SAMPLES.DIR;1 1 10-AUG-1990 09:55:56.44 (RWED,AWED,RE,RE)
SETHOME.COM;7 1 20-JUN-1989 08:28:58.00 (RWED,AWED,RE,RE)
SINDASS.COM; 24 12 20-APR-1990 10:21:41.00 (RWED,RWED,RE,RE)
SINDABS.USAGE;6 20 9-JUL-1992 13:28:21.82 (RWED,RWED,RWE,RWE)
SINDASSSAVE.USAGE;4

1 9-JUL-1992 13:28:44.40 (RWED,RWED,RWE,RWE)
TSAVE_ASCILOBJ:4 3 19-FEB-1991 13:30:13.31 (RWED,RWED,RE,RE)
UTILITY.OLB; 1 113 19-APR-1990 14:18:43.00 (RWED,RWED,RE,RE)

Total of 27 files, 5060 blocks.
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SUMMARY

* ASTASAVE.COMWith Minimum Modifications
Required

$ SET NOVERI
$ SET WORK/LIMIT=1024
$ On WARNING then goto EXIT{
$ On CONTROL_Y then goto EXIT1
$ ASSIGN $1$duad:[user. SIMMONDS. THERMAL SINDASS] AST
|
$!
$ node = f$getsy("NODENAME") - "SYS"
$ start_time = f$time()
$ start_cpu = f$getjpl("*","cputim®)
$t
$! GET THE CURRENT LOCATION AND PLACE TO KEEP THE RESULTS
$!
$ IF P1 .NES. "* THEN GOTO ISINPUT
$  WRITE SYSSOUTPUT ®° **** ERROR - NO INPUT *
$ GOTO EXT?
$ ISINPUT:
$ WRITE SYSSOUTPUT “INPUT DATA FILE: "Pt™"
$ OAST:SETHOME 'P1
$!
" ")+ F P1,,,"TYPE")$ ASSIGN
$ FNAMSIEN AEE £P1 NAIIE E@ WSE( 1 )

$ FNAME = FSPARSE(P1 ,,.'NAHE')

$ Assign 'SINDASS_KEEP_DIR"FNAME.OPP FOR008

$!

$! Assign the MITAS Processor TSAVE Plot file.

$ Assign 'SINDABS_KEEP_ DlR"FNAHE' KEEPSFILE

sl

$! CREATE WORKING DIRECTORY ON SCRATCH OR LOCALLY

§!

$ SET NOCONTROL=Y

$ OAST:MKWORK

$ SET CONTROL=Y

$!

$!  RUN THE PRE PROCESSOR

$!

$ On WARNING then goto EXIT

$ On CONTROL_Y then goto EXIT

¢ WRITE SYSSOUTPUT "SINDA '85 PREPROCESSOR RUN OF PROBLEM: "P1'""
$ WRITE SYSSOUTPUT "STARTING: "FSTIME('"

$ T1 = F$GETJPI{"*,"CPUTIM")

$!| RUN/NODEB AST fluintPP$ RUN/NODEB AST:ASTAPP

$ T2 = (F$GETJPY("*,"CPUTIM") - T1)/100

$ WRITE SYS$OUTPUT * The Pre-Processor ran for “T2' cpu seconds®
$ WRITE SYS$OUTPUT *‘PREPROCESSOR ENDS : "FSTIME(Q'"

$ DEASSIGN FOR005
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SUMMARY

« ASTASAVE.COMWith Minimum Modifications
Required (cont)

$!

$!

81  COMPILE AND LINK

$!

$ On WARNING then goto EXIT

$ On CONTROL_Y then goto EXIT

$ WRITE SYSSOUTPUT "BEGINNING COMPILE AND LINK®

$ WRITE SYSSOUTPUT "STARTING: "FSTIME(""

$ T1 = F$GETJPK"","CPUTIM")

$ FOR/LIS="SINDAB5_KEEP_DIR"FNAME.LIS/CROSS ASTAP.DAT
$ T2 = (FSGETJPI(*","CPUTIM") - T1)/100

$ WRITE SYSSOUTPUT * The complier ran for T2’ cpu seconds*®
$ Write SYSSOUTPUT * DOING THE LINK *

$ T1 = FSGETJPK"*,"CPUTIM")

$ LINK/EXEC='FNAME.EXE ASTAP,AST. luintpL UTILITYAL,FS_ROUTINESAL
$ T2 = (FSGETJPK"","CPUTIM") - T1)/100

$ WRITE SYSSOUTPUT * The link ran for "T2' cpu seconds®

$ WRITE SYS$SOUTPUT "COMPILE AND LINK ENDS  : "FSTIME('™"
$ DEL ASTAP.%;*

sl

$! RUN THE PROCESSOR

$!

$On WARNING then goto EXIT

$ On CONTROL_Y then goto EXIT

$ ASSIGN 'SINDASS_KEEP_DIR"FNAME.TSV FOR021

$ ASSIGN 'SINDABS_KEEP_DIR"FNAME.RP FOR025

$ IF P2.EQS. *" THEN GOTO ENT1

$  WRITE SYSSOUTPUT "RSI DATA FILE: "P2'.RP"

$ OAST:MKNAME 'P2 .

$ PP2=TNAME

$ ASSIGN 'PP2.RP FOR024

$ ENTH:

$ WRITE SYSSOUTPUT "SINDA '85 PROCESSOR RUN OF PROBLEM: "P1"
$ WRITE SYSSOUTPUT *STARTING: "FSTIME()""

$ T1 = F$GETJPI"","CPUTIM")

8!

$ ASSIGN SYSHINPUT FORO001

s ASSIGN SYSSOUTPUT FOR002

$!

$!RUN 'FNAME

$1T2 = (F$GETJPI(**,"CPUTIM") - T1)/100

$IWRITE SYSSOUTPUT * The processor ran for “T2' cpu seoonds®
$IWRITE SYS$OUTPUT "“PROCESSOR ENDS : “FSTIMEQ"”

$!

$!  DEL WORKING FILES AND DIRECTORIES

$!

$ EXIT:

sl
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SUMMARY

¢ ASTASAVE.COM With Minimum Modifications
Required (cont)

$ open/append usage ast:eindaBSsave.usage

‘ mn. u“” "”‘bl(“r'“.‘"‘.m.):' I'Illmil'l I'Iu.un-umu’ -
= -"wmo

$ close usage

$!

$ On WARNING then continue

$ On CONTROL._Y then continue

$ On ERROR then continue

$ IF *"F$LOGICAL("FOR005")'*.NES."" THEN DEASSIGN FOR005S

$IF ""FSLOGICAL{"FOR006")'*.NES."" THEN DEASSIGN FORO06

$1@ AST:DELWORK
$ EXIT1:
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TRASYS Form Factor Matrix Normalization

Glenn T. Tsuyuki”
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California 91109

SUMMARY

A method has been developed for adjusting a TRASYS enclosure form factor matrix to unity.
This approach is not limited to closed geometries, and in fact, it is primarily intended for use
with open geometries. The purpose of this approach is to prevent optimistic form factors to
space. In this method, nodal form factor sums are calculated within 0.05 of unity using
TRASYS, although deviations as large as 0.10 may be acceptable, and then, a process is
employed to distribute the difference amongst the nodes. A specific example has been analyzed
with this method, and a comparison was performed with a standard approach for calculating
radiation conductors. In this comparison, hot and cold case temperatures were determined.
Exterior nodes exhibited temperature differences as large as 7°C and 3°C for the hot and cold
cases, respectively when compared with the standard approach, while interior nodes
demonstrated temperature differences from 0°C to 5°C. These results indicate that temperature
predictions can be artificially biased if the form factor computation error is lumped into the
individual form factors to space.

NOMENCLATURE
A, area of ith node
AU astronomical units
BCS block coordinate system
DDA dual-drive actuator
FFCAL form factor calculation segment within TRASYS
FFRATL maximum internodal subelement distance to average internodal subelement
distance ratio
F; form factor from node i to node j
GLL Galileo Project
GMM geometric math model

* Technical Group Leader, Cassini Thermal Engineering Group
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HGA high gain antenna

LGA low gain antenna

MLI multilayer insulation

NELCT number of subelements used in Nusselt unit sphere method
PWS plasma wave science

S; nodal form factor sum for node i

S/C spacecraft

TMM thermal math model

TRASYS Thermal Radiation Analyzer System

a, solar absorptivity

4; difference between nodal form factor sum for node i and unity
€ hemispherical emissivity

Superscripts

cal calculated directly through TRASYS

red calculated through form factor reduction process

uni calculated from process to adjust form factor matrix to unity

STATEMENT OF THE PROBLEM

TRASYS (Ref. 1) is a software system which is utilized for the determination of internodal form
factors and environmental heating in primarily extraterrestrial thermal analyses. When GMMs
are of moderate or large size, it becomes increasingly more difficult to verify their form factor
calculations. Internodal shadowing and complex-shaped geometry are some reasons contributing
to this obstacle. Thus, individual form factor verification is simply not practical for sizeable
models. Of more pragmatic importance is the form factor from each node to space. TRASYS
does not directly determine form factors to space in its standard operating mode. Instead,
TRASYS implicitly uses the difference of the nodal form factor sum and unity. Therefore, any
form factor computation error will be directly imbedded in the form factor to space. It should
be noted that TRASYS possesses an option to enable direct calculation of the form factor to
space. However, this option is computationally-intensive and has demonstrated computational
errors (Refs. 2, 3, and 4). A more significant shortcoming with this approach is its inability to
save form factor to space calculations on the restart file. Clearly, an approach that can address
how the computational error is distributed over all nodes is required.

FORM FACTOR MATRIX NORMALIZATION
Standard Form Factor Calculation Mode

The FFCAL segment is responsible for form factor calculations within TRASYS. It is reliant
upon a parameter known as FFRATL which represents the maximum internodal subelement
distance to average internodal subelement distance ratio. The default value is 15.0, but it may
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be respecified by the user. If the calculated FFRATL is less than the specified value, the double
summation (numerical integration) technique is used for that particular F;. However, if the
calculated FFRATL is greater than the specified value, the Nusselt unit sphere technique is
employed. The Nusselt unit sphere technique is more accurate than the double summation
method, but it is also more time-consuming as well. The default FFRATL value has been
demonstrated to be an empirically optimal in terms of computation time and accuracy.

Enclosures from n m

It has been indicated the individual form factors to space may be inherently erroneous if there
is no provision to verify the calculation. A suggested approach is to construct an enclosure
around the open geometry. This does not simply imply surrounding the geometry within a large
sphere, but rather using appropriate-sized surfaces to complete closure. A simplistic example
would be using a sufficiently-nodalized hemisphere to enclose a circular disk. The closing
surfaces should be nodalized so that each enclosing nodal area is no more than one order of
magnitude larger than the smallest node in the geometry, but ideally, it should be of the same
magnitude. Such a constraint upon the enclosing area helps to ensure accurate form factor
calculations to and from these nodes.

imizing For ) lation

In many instances, it is not tractable to determine the validity of every form factor calculation
especially if the geometry does not constitute a complete enclosure. For enclosures, a more
global but yet effective way of determining form factor calculation accuracy is the nodal form
factor sum which must be unity. This idea may be extended to non-enclosures since it was
previously explained how open geometries may be closed out. Usually, accuracy within +0.05
of unity is acceptable, but there may be cases where accuracy within +0.10 of unity is
acceptable since temperature differences are expected to be small. Nodal form factor sums may
not be acceptable even after the standard TRASYS form factor calculation procedure is
implemented. Accuracy may be improved by recomputing individual form factors for those
nodes whose form factor sums are unacceptable by forcing the Nusselt unit sphere technique and
by using more nodal subelement resolution. In terms of application within TRASYS (see Fig.
1), the previous form factor calculation is restarted, recomputed nodes are identified through
RECOMP option in the form factor data block, Nusselt unit sphere method is specified by
setting FFRATL to -1.0, and higher nodal resolution is specified by setting NELCT equal to
between 75 and 100 prior to the FFCAL call. With correctly-specified geometry, recomputation
will usually bring form factor sums between 0.95 and 1.05.

Figure 1 - TRASYS run stream for form factor recomputation; italicized text indicates user
input

HEADER OPTIONS DATA
RSI $ READ RESTART TAPE FROM INITIAL FF RUN
RSO $ WRITE RESTART OUTPUT TAPE
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READER FORM FACTOR DATA

FIG model configuration name
node ID,RECOMP $§ RECOMP FFs TO AND FROM THIS NODE
node ID,RECOMP

HEADER OPERATIONS DATA

NELCT = 100 § SUBELEMENTAL BREAKDOWN SPECIFICATION

CAR R AR AR R R AR R AN AR A AN AR AN AR AR RN R R AN AR R R AR R R AR RN AR T ARRNR

C* USE UNIT SPHERE METHOD FOR FF RECOMP
R R R AR AR R R AR AR RN AR AR AR AR AR A AN AR AR AR AN AR AR R AN AR RN AR

CALL FFDATA(value,value, -1.0,..... )
L FFCAL

END OF DATA

If form factor recomputation does not produce acceptable nodal form factor sums, it would be
advisable to reexamine the geometry for potential geometry problems such as gaps between
nodes, inactive side of a node being viewed, or a node lying directly upon or intersecting
another node.

ing Form r Sums Greater than Unit
Even after form factor recomputation, there may be a number of nodes whose form factor sums
are unacceptably greater than unity. A simple algorithm has been devised to reduce the
individual form factors on a weighted basis so that the nodal form factor sum is consequently

reduced to or below unity. For any of the nodes in question, the difference from unity is
determined as,

A=Y FMA (1)
i

Or,

A=8-1 2

It is assumed that A; represents the form factor computational error and furthermore, it is
assumed that the error is proportional to the size of the nodal form factor. Hence, each nodal

v Fi )
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form factor may be reduced based upon its fractional make-up of the form factor sum, and this
weighing is demonstrated as the second term in Eq. 3. Eq. 3 may be rewritten as:

cal
p‘f:_"-"_ @)
s
When the reduction process is complete, Eq. 4 indicates that the summation of the reduced nodal
form factors should total unity. It should be noted that although the ith nodal form factor sum
has been set to unity, the reduction process implicitly affects the jth nodal form factor sum due
to form factor reciprocity. Consequently, there may be instances where the jth nodal form factor
sum is perilously close to 0.95, and the reduction process will lead to an unacceptable form
factor sum for the jth node. In these cases, this jth node should be excluded from the reduction
process, and the weighing should be based on the remaining nodal form factors.

justing Form F Matrix ni

Following the reduction process, the nodal form factor sums should not be greater than unity.
It is possible to devise a process to increase form factor sums to unity at this point. However,
the application of this process to every node would be difficult, because of the interdependency
of the form factors through reciprocity. Instead, the main objective is to prevent the difference
between the nodal form factor sum and unity from erroneously being added to the form factor
to space. Therefore, the nodal form factor deviation from unity is assumed to be added to the
form factor to itself (Eq. 5). Here, the implicit assumption is that there is virtually no

Fr=F+(1-Y F{™) 5)
J

temperature differences between the nodes. Once Eq. 5 has been performed for all nodes, the
form factor matrix should be entirely adjusted to unity. However, if this approach results in
non-conservative modeling, an analogous form factor weighted process to increase form factor
sums to unity may be applied to particular nodes of interest. Fq. 4 with a sign change would
be applicable for this process.

It should be kept in mind that the enclosing nodes represent space. These enclosing surfaces
may be removed from the GMM, and the form factors to space have been adjusted so that they
are more rigorous in a global sense. In the form factor matrix normalization process, the
computational error has been distributed throughout the GMM nodes. Therefore, the individual
form factors to space do not have all the computational error imbedded in them.

lementing th rmali F X

The GMM can be modified to remove the enclosing nodes. In order to facilitate removal, the
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enclosing nodes should be specified in a separate BCS. Additionally, the form factor matrix
must also be modified so that all form factors to or from the enclosing nodes are removed. The
remaining form factors may be input through the form factor data block. This TRASYS run
stream in depicted in Fig. 2. Note that an input restart file is not required since an entire form
factor matrix is entered in the form factor data block. Also, note that the option to initially zero
the entire form factor matrix is utilized since only non-zero form factors are input. This
prevents TRASYS from calculating form factors that were known to be zero.

Figui'e 2 - Implementation of normalized form factors; italicized text indicates user input

HEADER OPTIONS DATA

RSO § WRITE AN OUTPUT RESTART FILE
HEADER-SURFACE DATA

éeometry without enclosing surfaces

HEADER FORM FACTOR DATA

FIG model configuration name

node array

ZERO § INITIALLY SETS ENTIRE FA MATRIX TO ZERO
normalized form factors without enclosing surfaces

HEADER OPERATIONS DATA
L FFCAL $ CALL TO FFDATA NOT NEED SINCE HEADER FORM FACTOR DATA USED

END OF DATA

vailabl m r for Normalization

A FORTRAN program known as PL-PULL (Ref. 5) has been developed by Rockwell
International with the capability to normalize a form factor matrix as described above.

A SAMPLE APPLICATION

Form factor matrix normalization has been applied in the case of the GLL HGA GMM (Ref.
6). The hardware configuration is shown in Fig. 3, along with the GMM nodalization. The
intent of this model is to be able to predict primarily exterior surface temperatures during its
Venus flyby while in the stowed configuration, but internal components of interest such as the
DDA and the S-band antenna feed have been also modeled. The TMM generally shares a one-
to-one correspondence with the GMM with the exception of the ribs which are individually
distinct and then collapsed into one bulk representation. This type of modeling is valid since
the S/C is expected to be spinning about the axis of antenna symmetry when the HGA is stowed.
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The external node descriptions are given in Table 1. The antenna is radiatively isolated fromthe
rest of the S/C with an MLI blanket known as the bus shade. The lower tower is covered with
MLI blankets as well as the stowed ribs and upper support structure. The radome and PWS
support structure are covered with a single layer of black Kapton. The LGA is painted with
white paint. The tip shade is carbon-filled Kapton and is used to provide protection from high
solar irradiances. It should be noted that the DDA has a significant conductive tie with the S/C
main body, and the main body is treated as a 25°C boundary temperature. For this sample
problem, two extreme cases were investigated: 1) a hot case at 0.72 AU (near-Venus), and 2)
a cold case at 5.0 AU (near-Jupiter). Fig. 3 indicates the direction of the solar flux. The central
tower region was of great interest thermally, and therefore, an enclosure around this area was
constructed in the GMM so that a global verification of the form factor calculation could be
obtained (see Fig. 4). Initially, form factors were computed by using the standard TRASYS
values in the FFCAL segment. The nodal form factor sums for some of the central tower nodes
are summarized in Table 2, along with the corresponding form factors to space and absorbed
solar heating at 1 AU. Afterward, the form factor matrix was normalized. The enclosing the
open geometry resulted in 20 GMM nodes outside of the acceptable form factor sum range
between 0.95 and 1.05. These nodes were recomputed using the Nusselt unit sphere technique,

Table 1 - GMM Exterior Node Description

Node Number(s) Description Exterior Surface a,le
1-4 Bus shade, HGA Black Kapton 0.85/0.75
side
5-11 Lower Tower Black Kapton 0.85/0.75
12 Radome Black Kapton 0.85/0.75
68, 69 Upper Support Black Kapton 0.85/0.75
Structure
71 - 75 PWS Support Black Kapton 0.85/0.75
Structure
76, 77 Tip Shade Support Black Paint 0.93 /0.87
Structure
78, 19 Tip Shade Carbon-Filled 0.90/0.81
Kapton
80 LGA White Paint 0.30/0.85
81, 82 Tip Shield MLI ITO-Coated 0.50/0.71
Carbon-Filled
Kapton
113 - 118 Rib MLI Black Kapton 0.85/0.75
150 -153 '
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and following this, all nodal form factor sum “”,//

were within an acceptable range. Next, the \\

S_X\\77
h -
formfactor sum that exceed unity are reduced //// £=\\
‘ i !.vlﬁ
! AN |

and then, all the form factor sums are
adjusted to unity. Lastly, the enclosing nodes ‘
B 7>
N7

are removed, and the adjusted form factor
matrix for the open geometry remains.
Radiation conductors and absorbed heating
were calculated. Table 2 summarizes the
normalization process. Once radiation
conductors and absorbed heating were
determined, temperature estimates were
determined at 0.72 AU and 5.0 AU using the
thermal model from Ref. 6, and the results Figure 4 - Enclosing geometry for HGA GMM.
are given in Table 3. Portions of the tip shade, ribs, and close-out
removed for clarity.

Discussion of Results

A quick glance at the temperature results indicates that the difference between the standard form
factor calculation and form factor matrix normalization may be as larger as 7°C in the hot case
and 3°C in the cold case. For the hot case, notice that the temperature of node 7 is warmer for
form factor normalization when compared with the standard calculation. However, it should be
also indicated that the temperature of node 72 is cooler when the same comparison is made.
There is appears to be no apparent trend when comparing temperature differences. However,
when Table 2 is reviewed for the comparison between the form factor to space, a pattern
develops. In general, when the form factor to space using form factor normalization is less than
that of the standard calculation the temperature using the normalization method is greater than
the corresponding temperature using the standard technique. In addition, the converse appears
to be generally true. A reduced form factor to space usually implies a warmer nodal
temperature. However, node 10 is an exception to this generalization, and it seems more
influenced by the part of the normalization process where form factors are recomputed to obtain
a nodal form factor sum between 0.95 and 1.05. The initial form factor sum within the
enclosure was 0.9007 and after recomputation, it was increased to 1.0093. Consequently, this
may have changed not only the form factor to space, but also other internodal form factors may
have increased or decreased. The normalization process does not always reduce the form factor
to space, but rather, it attempts to distribute the form factor computational error over all the
nodes. In the process, the analyst strives to verify and revise the form factor calculation in a
global way.

The temperature differences in the cold case are less marked than the hot case. At 5.0 AU, the
environmental heat load is much smaller than at 0.72 AU, and the temperature distribution
should be driven by the radiation coupling to space. For the most part, the form factor to space
between the two methods are small, thus leading to only small temperature differences.
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Table 3 - Hot and Cold Case Temperature Estimates in °C

Node Open Geometry Form Factor Matrix AT = T Topm» °C
No. Normalization
Hot Cold Hot Cold Hot Cold
1 -3.2 -168.4 -2.2 -167.9 1.0 0.5
-3.2 -168.4 -2.2 -167.9 1.0 0.5
7 6.0 -152.2 10.1 -150.4 4.1 1.8
10 68.1 -137.7 65.9 -138.3 -2.2 0.6
12 70.0 -141.6 634.1 -143.3 -5.9 2.0
69 64.0 -143.2 63.7 -143.3 0.3 0.1
71 70.3 -141.4 72.2 -140.6 2.2 0.8
72 69.0 -99.6 62.2 -100.1 -6.8 -0.5
76 72.2 -133.2 68.9 -136.1 -3.3 -2.9
33* 35.7 -38.8 35.8 -38.7 0.1 0.1
65° 63.9 -145.0 59.4 -146.2 -4.5 -1.2
Notes:
. Temperature difference between form factor normalization and standard (open geometry)
approaches

b Internal node - DDA
¢ Internal node - S-band antenna feed

Two internal thermal model nodes have been included in Table 3. The DDA (node 33) is
coupled to a 25°C boundary, and is largely unaffected by normalization. However, the S-band
antenna feed (node 65) is more responsive to the external radiative environment, and this
environment can be characterized by node 12 (see Fig. 3). Since the temperature of node 12
for normalization is cooler than the standard method, the S-band antenna feed has a similar
character. o

When dealing with thermal models, the question of uncertainty arises frequently. As inferred
from the results of this sample case, unverified form factor calculations may cause an uncertainty
of approximately +5°C. Unless the thermal design is very forgiving, unverified form factors
could result in optimistic thermal performance. Therefore, some method of form factor
validation should be performed, and form factor normalization provides such an avenue.
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CONCLUSIONS

A method that may globally verify and revise TRASYS form factor calculations has been
presented. The primary features of this approach are reducing form factors on a weighed form
factor basis and adding a self-viewing form factor to adjust nodal form factor sums to unity.
In comparison to the standard method of determining form factors, this process may result in
temperatures that may differ by +5°C. It is recommended that this approach be utilized so that
form factor computational error would be distributed over the entire geometric model rather than
any one node.
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A SIMPLE NODE AND CONDUCTOR DATA GENERATOR FOR SINDA

Ronald R. Gottula
GENCORP RAerojet
Azusa, California

SUMARY

This paper presents a simple, automated method to generate NODE and
CONDUCTOR DATA for thermal math models. The method uses personal
computer spreadsheets to create SINDA inputs. It was developed in order
to make SINDA modeling less time consuming and serves as an alternative
to graphical methods.

Anyone having some experience using a personal computer can easily
implement this process. The user develops spreadsheets to automatically
calculate capacitances and conductances based on material properties and
dimensional data. The necessary node and conductor information is then
taken from the spreadsheets and automatically arranged into the proper
format, ready for insertion directly into the SINDA model.

This technique provides a number of benefits to the SINDA user such as a
reduction in the number of hand calculations, and an ability to very
quickly generate a parametric set of NODE and CONDUCTOR DATA blocks. It
also provides advantages over graphical thermal modeling systems by
retaining the analyst’s completé visibility into the thermal network,
and by permitting user comments anywhere within the DATA blocks.

INTRODUCTION

There continues to be a need to more fully automate thermal modeling.
_As a member of the engineering team, the thermal analyst is being asked
" to perform more comprehensive studies on more complex systems, and to do
so in less time. -

Over the years, a number of techniques have been developed to make
thermal modeling more productive. For instance, various computer
programs have been written for transforming finite element models into
"equivalent™ finite difference models (refs. 1, 2, 3, 4, 5). Other
systems avoid finite differences altogether and solve for temperatures
directly using the finite element formulation (refs. 6, 7, 8, 9, 10).
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However, many thermal analysts do not have access to or training on
these graphical systems. Recognizing these constraints, a new thermal
network generator utilizing a personal computer spreadsheet program was
devised.

IMPLEMENTATION

All that is needed to implement this method is a personal computer, a
spreadsheet program, a programming language compiler, and a way to
transfer files from the PC to the computer used to run SINDA.

NODE DATA GENERATOR

The first step is to construct a NODE DATA spreadsheet, similar to the
one in Figure 1, which calculates nodal capacitances. One node is
defined on each row of the spreadsheet. Each column contains a
different type of information about the node, such as the node number,
initial temperature, material properties, and dimensions. The cell in
the next-to-last column contains an equation which calculates the nodal
capacitance as a function of the material properties and dimensions.
The last column contains a comment to be added at the end of that NODE
DATA record.

Several rows in the spreadsheet begin with "C" or "C ***%"  These will
serve as comment lines in the finished NODE DATA block.

Some of the cells in the "Area™ cclumn have a "-". For these nodes, the
volume calculation is a product of the thickness, width and length.

Some of the cells in the "Thickness" and "Width" columns have a "-"_ .
For these nodes, the volume c¢alculation is a product of the cross-
sectional area and length.

In order to remain consistent with SINDA NODE DATA input codes,
arithmetic nodes are defined by entering a capacitance value of "-1.0".
Similarly, boundary and heater nodes are defined by entering negative
node numbers.

Once the spreadsheet is completed, it should be written to disk (saved)
as usual. But before exiting the spreadsheet program, the information
needs also to be saved in ASCII form so that it can eventually be taken
to the SINDA model. In Microsoft Excel, for instance, the "Save As..."
command is used, and the CSV (comma separated values) file format option
is chosen. This produces a file similar to the one shown in Figure 2,

The CSV file contains some data that is not useful (nor legal) in the
SINDA NODE DATA block. Therefore, the user must write a simple FORTRAN
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or BASIC program which will read in the CSV file and write out the NODE
DATA in proper SINDA format. A sample BASIC progran which does this,
NODE.BAS, is shown in Figure 3.

NODE.BAS reads in the CSV file one line at a time. All lines before "C©
or "C ***" ig encountered are ignored. Any lines beginning with nCce or
nC **%" are written out as comment lines. All of the other lines
contain actual NODE DATA. These are read in one value at a time, with
the pertinent values (node number, initial temperature, capacitance,
comment) written out in proper SINDA format. The resulting file, shown
in Figure 4, is ready to be inserted directly into the SINDA model.

CONDUCTOR DATA GENERATOR

The CONDUCTOR DATA generator is very similar to the NODE DATA generator.
An example is shown in Figures 5 through 8.

Some of the "Thickness" values in the CONDUCTOR DATA spreadsheet (Figure
5) are entered as w_n_  In these cases, the nConductance™ value is
calculated using a cross-sectional area rather than a product of the
thickness and width.

This spreadsheet can be used to consolidate a series of conductances
into a single SINDA conductor. For example, conductor 19 in Figure 5 is
a case where two conductances (one through a solid, the next through a
joint) are consolidated into a single SINDA conductor. A simple KA/L is
calculated in the "Conductance™ column. A n"Joint Conductance" is then
calculated as a function of the number of fasteners in the joint.
Finally, these two conductances are taken in series to calculate an
equivalent "Final C’tance."

DISCUSSION

Using spreadsheets to generate NODE and CONDUCTOR DATA provides a number
of advantages compared to traditional (non-automated) and graphical
methods.

This method is perhaps as similar to traditional SINDA modeling as any
automated method can be. The spreadsheets look very much like the
actual NODE and CONDUCTOR DATA blocks, including n_1.0" capacitances for
arithmetic and heater nodes, negative node numbers for boundary and
heater nodes, "dollar sign" comments at the ends of records, and a "C"
in column one for comment lines. Because of these similarities,
practically any SINDA user can quickly understand and use the
spreadsheets.
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One productivity advantage is the user’s ability to quickly edit
material properties and dimensions. As any spreadsheet user knows,
entire columns of entries can be edited very quickly. Parametric
analysis becomes convenient by rapidly editing and saving an assortment
of NODE and CONDUCTOR DATA blocks representing a variety of design
alternatives. Once the node and conductor files are placed into the
same directory as the SINDA model, the SINDA "85 INCLUDE statement can
be used to automatically insert these external files into the SINDA

model as appropriate.

Another productivity advantage is gained because of the virtual
elimination of hand calculations. Once the spreadsheets have been
developed and checked for accuracy, capacitance and conductance updates
become immediate and remain accurate as design changes are incorporated.

A great deal of flexibility is possible using the spreadsheets. GEN,
SIV and other SINDA NODE and CONDUCTOR DATA options may be incorporated.
Parameters of any type may be included. Very complex equations can be
defined. For example, a complicated joint conductance equation may be
entered as a function of parameters such as clamping force, surface
roughness, etc.

Another benefit of the spreadsheet method is that the thermal analyst,
as well as his supervisor and the customer, continue to have full
visibility into the thermal model network. Most graphical SINDA
modelers make the computations and assumptions behind the capacitance
and conductance values (and sometimes even the values themselves)
transparent to the user. Also, they often use finite element to finite
difference translations which create "cross conductors™ or negative
conductors. The resulting thermal networks can be difficult for some
users to understand and scrutinize for validity.

Unlike most graphical modelers, the spreadsheet method permits a user to
fully document the NODE and CONDUCTOR DATA since user comments may be
inserted anywhere in the blocks.

The spreadsheet method allows a good paper trail to be maintained.
Archived spreadsheet files and printouts can be kept to retain
historical information. Most spreadsheet programs have an automatic
date/time stamp capability. For example, the Microsoft Excel function
"=NOW ()" will read the date and time from the PC’s internal clock and
display them in a cell, as shown in Figures 1 and 5.

CONCLUSION
An automated method of generating NODE and CONDUCTOR DATA has been

developed utilizing personal computer spreadsheets. The spreadsheet
method has a "look and feel" familiar to SINDA users, provides relief
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from hand calculations, allows flexibility in capacitance and
conductance formula definitions, retains visibility :into the thermal
network, and permits user comments anywhere in the DATA blocks.

The spreadsheet method is an attractive alternative to traditional SINDA
modeling for those thermal analysts who cannot take advantage of
graphical modelers.
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ST
NODE DATA for SINDA model ‘'BAMPLE.INP’

This is spreadsheet file 'SBAMPLE N.ILS'

Node

Init‘l Mat'l Mat'l

Number

Temp |Density| Spec Bt |Thcknss! Width Area Length |Capacitance| Comments

c L__

€ 3%+ THE FOLLOWING NODES WERE GENERATED BY ‘'SAMPLE N.XILS'
C #*# ON 12 June 92, 2:16 PN I

C *** DINENSIONS ARE FROM CAD MODEL "STRUCTURE.NF1;14' 04 JUNE 92
C +++* ALUNINUM 2014-T6 PROPERTIES ARE FROM MIL-EDBK-SF, ROOM TEWP

[+
C *+** STRUCTURE NODES
C_**+* GTRUCTURE TORQUE BOX i
102 30.0 0.101 0.109 0.070 6.290 - 8.170 0.039¢
L0S 30.0 0.101 0.109 0.070 6.290 - 8.170 0.0: 95»
108 30.0 0.101 0.108 0.070 4.160 - 8.170 0.02 4 3
09 30.0 0.101 0.109 0.070 4.160 - 8.170 0.0262
112 30.0 0.10] D.108 0.070 7.900 - 8.170 0.049°
152 30.0 0.10] 0.109 0.070 6.290 - 7.970 0.0386
55 30.0 0.10] 0.109 0.070 6.290 - _7.970 0.0386 ]
58 30.0 0.101 ).109 0.070 4.160 - 7.917C 0.025
159 30.0 0.101 0.109 0.070 4.160 - 7.970 0.0256
162 30.0 0.101 0.109 0.070 . 900 - 7.970 0.0485
(AN I C—
€ *+** STRUCTURE WALL TRUSSES
104 30.0 [ 0.101 0.109 - - 0.090 8.214 -1.0
204 30.0 0.101 0.109 - - 0.090 4.215 -1.0 >
154 30.0 0.10] 0.109 - - 0.090 16.547 0.0164
361 30.0 0.101 0.109 - = 0.090 3. 300 -1.0
385 30.0 0.101 0.109 - - 0.090 3.300 -1.0
C
c

Figure 1. NODE DATA Spreadsheet

NODE DATA for SINDA model 'SAMPLE.INP',,..,....

This is spreadsheet file "'SAMPLE_N.XLS’,,.......

Node, Init'l, Mat'l, Mat'l,,,,.,

Number, Temp, Density, Spec Ht, Thcknss, Width, Area,Length,Capacitance, Comments

prrecrise

Cnnuru

C *** THE FOLLOWING NODES WERE GENERATED BY 'SAMPLE_N.XLS',,,......
C *** ON 12 June 92, 2:49 PM.........

C *** DIMENSIONS ARE FROM CAD MODEL 'STRUCTURE.MF1;14’ 04 JUNE 82,,,.....,
C *** ALUMINUM 2014-T6 PROPERTIES ARE FROM MIL-HDBK-5F, ROOM TEMP,,......,
C"llrl'll

C *** STRUCTURE NODES,,.,,,...

C *** STRUCTURE TORQUE BOX.........
102,30.0,0.101,0.109,0.070,6.290,-,8.170,0.0396,%
105,30.0,0.101,0.109,0.070,6.290,-,8.170,0.0396, %
108,30.0,0.101,0.109,0.070,4.160,-,8.170,0.0262,$
109,30.0,0.101,0.109,0.070,4.160,-,8.170,0.0262, %
112,30.0,0.101,0.109,0.070,7.900,-,8.170,0.0497,§
152,30.0,0.101,0.109,0.070,6.290,-,7.970,0.0386,$
155,30.0,0.101,0.109,0.070,6.290,-,7.970,0.0386, $
158,30.0,0.101,0.109,0.070,4.160,-,7.970,0.0256, $
159,30.0,0.101,0.109,0.070,4.160,-,7.970,0.0256, $
162,30.0,0.101,0.108,0.070,7.800,-,7.970,0.0485, %

Coovvrinns

C *** STRUCTURE WALL TRUSSES,........
104,30.0,0.101,0.108,-,-,0.080,8.214,-1.0,%
204,30.0,0.101,0.109,-,-,0.090,4.215,-1.0,¢
154,30.0,0.101,0.108,-,-,0.090,16.547,0.0164,%
361,30.0,0.101,0.109,-,-,0.090,9.300,-1.0,%
385,30.0,0.101,0.109,-,-,0.080,9.300,-1.0,%

Cuur"u

c

Figure 2. NODE DATA CSV File

88




' NODE.BAS Compiled using Borland TurboBASIC

Y = INSTRICOMMANDS,” *)

INFILE$ = LEFT$(COMMANDS,Y-1)

OUTFILE$ = RIGHT$(COMMAND$,LEN(COMMANDS}-Y)
OPEN INFILE$ FOR INPUT AS M1

OPEN OUTFILE$ FOR OUTPUT AS #2

20 INPUT #1, AS

IF EOF{1) THEN STOP

IF A$ = "C" OR LEFT$(A$,5) = “C **** THEN
PRINT #2, A$
GOTO 30

ELSE
GOTO 20

END IF

30 INPUT #1, AS
IF EOF(1) THEN STOP
IF LEN(A$) = O THEN GOTO 30
IFAS$ = "C" OR LEFT$(A$,5) = "C ***" THEN
PRINT #2, A$
GOTO 30
END IF
INPUT #1, BS, C$, D$, ES, F$, G$, H$, 15, J$
IF EOF(1) THEN STOP
A$ = STRINGS${14-LEN(AS)," ") + A$ + .7
B = INT(VAL(BS}}
B1$ = STR$(B)
IF LEN(B$) - LEN(B1$) < 2 THEN
B$ = STRING${12-LEN(B181," ") + B1$ + ".0,7
ELSE
B$ = STRING${12-LEN(B18)," ") + B§ + *.°
END IF
I = INT(VAL{I$)
11§ = STR$()
IF1 > 9 THEN
1$ = 1$ + STRING$(27-{LEN(I$)-LEN(1$)-1)," ")
ELSE
1$ ="" + 18 + STRING$(27-(LEN{IS)-LEN{I1$)-1)," *)
END IF
IF LEFT$(J$, 1) = "$" THEN
J$ = LEFT${J$,12)
ELSE
J$ = "$ " + LEFT$(J$,10)
END IF
PRINT #2, A$; BS; 15; J$

GOTO 30
STOP

Figure 3. NODE.BAS
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*%* THE FOLLOWING NODES WERE GENERATED BY ’'SAMPLE N.XLS'

**% ON 12 June 92, 2:49 PM

*** DIMENSIONS ARE FROM CAD MODEL ‘STRUCTURE.MF1l;14’ 04 JUNE 92
**x* ALUMINUM 2014-T6 PROPERTIES ARE FROM MIL-HDBK-S5F, ROOM TEMP

*** STRUCTURE NODES
*** STRUCTURE TORQUE BOX

aaaQaaoaaaa

102, - 30.0, 0.039¢6 $
105, 30.0, 0.0396 $
108, 30.0, 0.0262 $
109, 30.0, 0.0262 $
112, 30.0, 0.0497 $
152, 30.0, 0.0386 $
155, 30.0, 0.0386 $
158, 30.0, 0.0256 $
159, 30.0, 0.0256 $
162, 30.0, 0.0485 $
c
C *** STRUCTURE WALL TRUSSES
104, 30.0, -1.0 $
204, 30.0, -1.0 $
154, 30.0, 0.0164 $
361, 30.0, -1.0 $
385, 30.0, -1.0 $
c
C
Figure 4. Final NODE DATA Block
CONDUCTOR DATA for SINDA model '‘'SAMPLE.INP'
This is spreadsheet file ‘'SAMPLE C.ILS'
Cond | Node | Node | Cond- [ Thick- Conduc-| Number Joint Final
| Number i 3 tivity| ness Width Length | tance |[Fastensrs) C'tance [C'tance]Cosments
C
C *++ THE FOLLOWING CONDUCTORS WERE GENERATED BY 'SBANPLE C.ILS'
C **+ ON 15 June 92, 3:116 PM i ] i |
C _*+«+ DIMENSIONS ARE FROM CAD MODEL 'STRUCTURE.MPF1:14' 04 JUNE 92
C **+* ALUMINUM 2014-T6 PROPERTIES ARE FROM MIL-BDBK-5F, ROOM TENP
C
C *++* BTRUCTURE CONDUCTORS
C *++ SETRUCTURE TORQUE BOX -
1 102 105 3.96 | 0.070 6.180 4.070 0.421 - - 0.421
3 102 108 3.96 { 0.070 6.180 4.070 | 0.421 - - 0.42)
5 102 109 3.96 | 0.070 8.140 3.090 0.730 - - 0.730 _
7 102 112 3.96 | 0.070 8.140 3.090 0.730 - - 0.730
9 112 52 3.96 | 0.070 6.180 4.070 0.421 - - 0.421
11 113 155 3.96 | 0.070 6.180 4.070 0.421 - - 0.421
13 112 158 3.96 | 0.070 8.140 3.090 0.730 - - 0.730
15 112 159 3.96 | 0.070 8.140 | 3.090 0.730 - - 0.730 ¢
17 156 162 3.96 | 0.070 4.110 4.070 0.280 - - 0.280 |§
19 162 102 3.96 | 0.070 4.110 4.070 0.280 2 0.5 0.179 |
C o WALL TRUSSES
51 104 204 3.96 - 0.490 4.360 0.445 - - 0.445 |§
53 204 154 3.96 - 0.490 4.360 0.445 - - 0.445 |§
55 154 361 3.96 - 0.490 4.150 0.468 - - 0.468 !§
57 361 385 3.96 - 0.090 4.880 0.073 - - 0.073 |§
59 385 104 3.96 - 0.090 4.880 0.073 - - 0.073 %
C
c

Figure 5. CONDUCTOR DATA Spreadsheet
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CONDUCTOR DATA for SINDA model 'SAMPLE.INP',,...cireev

This is spreadsheet file *SAMPLE_C.XLS',,s0rssree
Com.:I',N'ode,Node,Cond-,Thick-,,,Conduc-.Numbor,Joint,Fim!,

Number,i.j, tivity,ness, Width,Length,tance, Fasteners,C'tance,C'tance,Comments

cnu"ulu

C *** THE FOLLOWING CONDUCTORS WERE GENERATED BY 'SAMPLE_C.XLS', . 0srernis
C *** ON 15 June 92, 3:16 PM,,...csrvre

C *** DIMENSIONS ARE FROM CAD MODEL *STRUCTURE.MF1;14' 04 JUNE 92,.,..0000
C *** ALUMINUM 2014-T6 PROPERTIES ARE FROM MIL-HDBK-S5F, ROOM TEMP,...c0000r
cuurnnu

C *** STRUCTURE CONDUCTORS......sirs

C *** STRUCTURE TORQUE BOX.../ir0eers

1,102,105,3.96,0.070,6.180,4.070,0.421 ~0.421,%
3,102,108,3.96,0.070,6.180,4.070,0.421 ~~0.421,8
51102'10913‘96'0'07018'140'3'09010'73Ol-l.00‘7301’IllllIllllllllll’)llllllllllll"lllllllll
711025 11 21309610-07018- 1 4_003'09010'7301-l-lo'7301‘llllllllllll'llllllll'll'l"lllllllllllll
9,112,152,3.96,0.070,6.180,4.070,0.421,-,-,0.421 I P Y I T I

11" I‘ 1 211 5573-9610'07016'1 8014-07010-421 1'1'10'421 1’nununllunlunuunlnnulunu

1 311 1 211 5853'9610'07018'14013'09010'730l.l-l°‘7301’Illl!ll'llllllllIllllllllllll'll'llllllll

1 511 1 21 1 5913'9610‘070I8'140l3'09°l°'730l-l-l0'73°l’lllllllll'l'llllllllllllllll'l'llllllllll
17,159,162,3.96,0.070,4.1 10,4.070,0.280,-,-,0.280.8...c00mmmsertrrseaseessssrsrnisrsveres

1 911620 1 02:3'9610-07004-1 1 004'07000- 2800210'510'1791sununuuulu0H"Mluuunuu”ln
(o aee STRUCTURE WALL TRUSSESJlluNlnuunnl"uuulurlunnunuurlun

51 ,104,204‘3-961.'0'49004'36010'“5'-0-10'4451’llllllllllll'llllIIIUIII"'I"II'III"I'I
531204'154l3‘961-10‘49014'360lo'“5l-l-lo'4451s'll’ll"'lllllllllllllll"lIll'l“'ll’lii
5511541361 l3'96l-lo'49014'1 5010'468:'0-'0-4680 snuuululu"lnunlulul"lnurru

571361 1385I3'961.10'09014'88000'073l-!-10'0731s'IIOIll'lIllllll"ll'l'l"lll'llllllll'l’
59,385.104,3.96,’,0.090,4.880,0-073,‘.',0-073. s,”"””"””n;“n”uuunnuul"

Clllul""lluunulllllulu”vuunluuluul”

Cllllll”llllllllI'I'lllllIl"ll'lIlllllllllull”lll

Figure 6. CONDUCTOR DATA CSV File
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' CONDUCT.BAS Compiled using Borland TurboBASIC

Y = INSTR(COMMANDS," *}
INFILES = LEFT$(COMMANDS$,Y-1)
OUTFILE$ = RIGHT$|COMMANDS$,LENICOMMAND$)-Y)

OPEN INFILES FOR INPUT AS #1
OPEN OUTFILE$ FOR OUTPUT AS #2

20 INPUT #1, A$

IF EOF(1) THEN STOP

IFA$ = “C" OR LEFT$(A$,5) = "C ***" THEN
PRINT #2, A$
GOTO 30

ELSE
GOTO 20

END I

30 INPUT #1, AS
IF EOF(1) THEN STOP
IF LEN{(AS) = O THEN GOTO 30

IFA$ = "C" OR LEFT$(A$,5) = "C ***" THEN
PRINT #2, A$
GOTO 30

END IF

INPUT #1, B$, C$, D$, ES, F$, G§, HS, 1§, J§, K$, LS
IF EOF(1) THEN STOP

AS = STRING$(14-LEN(AS)," ") + AS + 7
B$ = STRINGS(11-LEN(BS)," "} + B$ + "7
C$ = STRINGS(7-LENICS)," "} + C$ + °.°
K = INT(VALIK$))
= STR$(K}
K$ = STRING3(7-LEN(K18)," *) + K$ + STRING${18-{LEN(K$)-LEN(K1$)-1)," *)
IF LEFT$(L$,1} = "$" THEN

L$ = LEFT${L$,12)
ELSE

L$ = "¢ " + LEFT$(LS,10)
END IF
PRINT #2, A§; BS; C$; K$; L$

GOTO 30
sToP

Figure 7. CONDUCT.BAS
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L % 2.4
*k*k
* % %
ok *

* # %k
% % %

THE FOLLOWING CONDUCTORS WERE GENERATED BY 'SAMPLE_Q.XLS'
ON 15 June 92, 3:16 PM

DIMENSIONS ARE FROM CAD MODEL

' STRUCTURE .MF1; 14’

ALUMINUM 2014-T6 PROPERTIES ARE

STRUCTURE CONDUCTORS
STRUCTURE TORQUE BOX

1, 102,
3, 102,
5, 102,
7, 102,
9, 112,
11, 112,
13, 112,
15, 112,
17, 159,
19, 162,
#%* STRUCTURE WALL TRUSSES
51, 104,
53, 204,
55, 154,
57, 361,
59, 385,

Figure 8. Final CONDUCTOR DATA Block

105,
108,
109,
112,
152,
155,
158,
159,
162,
102,

204,
154,
361,
385,
104,

93

04 JUNE 92

FROM MIL-HDBK-5F, ROOM TEMP

0.421
0.421
0.730
0.730
0.421
0.421
0.730
0.730
0.280
0.179

0.445
0.445
0.468
0.073
0.073
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Development Status of SINDA/FLUINT and SINAPS

Brent A. Cullimore and Steven G. Ring
Martin Marietta Astronautics Group
Denver, Colorado

Eugene K. Ungar
NASA Johnson Space Center
Houston, Texas

Summary

SINDA/FLUINT (Systems Improved Numerical Differencing Analyzer / Fluid Integrator,
formerly SINDA '85) is a computer code used to analyze thermal/fluid systems that can be
represented in lumped parameter form. In addition to conduction and radiation heat trans-
fer, the code is capable of modeling both single— and two—phase flow networks, their
associated hardware, and their heat transfer processes. In this paper, recent improvements
to SINDA/FLUINT are described, as are those in progress that will be available in the fall of
1992 in Version 2.5. Also, a preview of planned enhancements is provided. This paper also
introduces SINAPS (SINDA Application Programming System), a powerful graphical pre—
and postprocessor that will also be available in the fall of 1992.

Background

Evolving spacecraft thermal control technology is increasingly utilizing two—phase fluid
systems to accomplish waste heat acquisition, transport, and rejection. In the case of the
Space Station Freedom, the high heat rejection requirement of 82.2 kW and the typical heat
transport distances of over 100 feet made a two—phase thermal control system the only ratio-
nal choice. A conventional heat pipe or single—phase fluid loop thermal control system, such
as have been used in previous US spacecraft, would have had unacceptable weight and power
penalties. The heat rejection requirements will be even higher and the transport distances
will be even longer for lunar and planetary base applications, again forcing the use of two—

' phase thermal control systems for those missions.

The introduction of two—phase active thermal control systems required a quantum leap in
the development of thermal control technology. A similar development effort was required for
the analytical tools for modeling such systems. Previously, there was no single computer tool
that was suitable for analyzing spacecraft two-phase systems and components, especially
when the requirement was levied to integrate such analyses with vehicle-level simulation
tools such as SINDA and TRASYS (Thermal Radiation Analysis System). Typically, two—
phase systems and components were analyzed by generating application-unique mathemati-
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cal modeling equations that were then incorporated into numerical solution computer pro-
grams. This method of analysis caused much duplication of effort and hindered the transfer
of thermal math models and their ability to be modified by other analysts.

Therefore, in the mid 1980’s NASA Johnson Space Center (JSC) launched an effort to de-
velop a design simulation tool that was well suited to modeling two—phase systems for space
applications. An effort was already nearing completion at NASA JSC which brought the 1972
version of SINDA up to modern standards, completely reworking it and adding submodels
and other capabilities that enhance model integration and exchange. The result of that mod-
ernization, called SINDA ’85, was used as a starting point for the addition of the new fluid
analysis capabilities. The final product, SINDA/FLUINT, is a quantum leap above the older
versions of SINDA, featuring a comprehensive single— and two—phase, steady and transient
fluid analysis package (FLUINT) that works together with traditional SINDA thermal net-
works to solve arbitrarily complex thermal/fluid problems. Version 2.3, released in early
1990, has become the most commonly used tool for analysis of fluid flow and heat transfer in
space-based systems, and has spread to other specialties (propulsion, environmental control)
and even other industries (energy, aircraft, automotive, and architectural) because of its gen-
erality, analytic power, transportability, and ability to be customized. In 1991, SINDA/
FLUINT was awarded the NASA Space Act Award.

SINDA/FLUINT has been continually updated and enhanced since its first release in the
late 1980’s. The improvements have made the code even more general in scope, better able to
handle different and more difficult problems, and more efficient in its use of computer time.
References1, 2, and 3 describe the capabilities of Version 2.3, which is available through COS-
MIC, NASA's software distributor. In this paper, the capabilities of the current NASA version
(Version 2.4) are described, as well as the work currently being completed by Martin Marietta
on Version 2.5, which will be available in the fall of 1992. Improvements planned for future
versions are also described.

In 1990, NASA JSC initiated an effort to provide a modern graphical pre— and postproces-
sor for SINDA/FLUINT. Martin Marietta is currently completing the result of this effort:
SINAPS, a powerful graphical interface that will be available in the fall of 1992. SINAPS
provides a means for graphically building and maintaining SINDA/FLUINT models, and dis-
playing the results on the sketch the user has created. In this paper, the capabilities of
SINAPS are detailed.

SINDA/FLUINT Enhancements

Almost all work since 1985 has focused on the continuing development and expansion of
the fluid analysis capabilities; only relatively minor improvements have been made to the
thermal analysis code. This section lists and describes the major advances in the FLUINT
portion of the code.



There has been a steady accrual of relatively minor expansions and corrections over the
years. While collectively these improvements have added significantly to the speed, utility,
and ruggedness of the code, they are too numerous and detailed to be described in this paper.
Suffice it to say that few users regret the effort required to update their version even if the
latest round of major improvements was not directly of interest to them.

Version 2.4 Enhancements

The primary goal of Version 2.4, completed in December 1991 and documented in Refer-
ence 4, was to enable the user to selectively avoid the assumption of homogeneous two—phase
flow, and to use instead a slip flow formulation. To achieve this goal, various important fea-
tures had to be added to the code in preparation for the addition of slip flow modeling, such as
flow regime mapping. The ability to discern basic flow regimes and to calculate the frictional
pressure drop accordingly can be used independently of the slip flow options. Flow regime
mapping options are described first, followed by slip flow modeling options.

Flow Regime Mapping Options—Packaged as an optional pressure drop ‘correlation , the
user may elect to have a simplified two—phase flow regime predicted for duct segments, with
the pressure gradient estimated on the basis of that regime. Output routines have been modi-
fied to print the current flow regime if this option is used and the flow is two—phase. Instead, if
the flow is single—phase, the Reynolds number is printed instead.

Four generalized (simplified) regimes are recognized, as illustrated in Figure 1: bubbly,
slug, annular, and stratified. The first twoare considered ‘dispersed,’ and the latter two ‘sepa-
rated.’ The distinction between regimes is based (1) on the liquid and vapor mass fluxes, (2) on
the void fraction, (3) on the hydraulic diameter of the line—assumed nearly circular, (4) on
the magnitude of a body force (or acceleration) vector and its orientation with respect to the
duct, (6) on fluid properties such as densities, viscosities, and surface tension, and (6) in the
event no clear determination can be made, on previous flow regimes (i.e., regime boundaries
exhibit hysteresis). Flow regime mapping methods identified in Reference 5 were used exten-
sively, although neither exactly nor exclusively.

Bubbly flow occurs at the extremes of low gravities, high liquid mass fluxes compared to
.the vapor flux, and low void fractions (less than about 0.46), and is characterized by small
vapor bubbles entrained in liquid. If the bubbles coalesce due to increased accelerations, de-
creased liquid mass flux, or increased void fraction, then the slug flow regime will appear. The
slug flow regime exhibits large bubbles that nearly span the diameter of the tube, but which
are axially separated from each other by liquid. Both the slug and bubbly flow regimes are
characterized by relatively little slip flow, approaching true homogeneous flow. In both cases,
predicted pressure drops are based on the McAdam’s formulation for homogeneous flow.
These two regimes are therefore identical for homogeneous passages, but they behave differ-
ently if slip flow is modeled, as described later.
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Figure 1 — Simplified Two-Phase Flow Regimes

The annular regime may result if the void fraction continues to grow (above about 0.76), or
if the liquid flows downhill, or if there is high enough vapor flux to sustain the uphill flow of
liquid. This regime is characterized by a continuous vapor core surrounded and ‘Tubricated’
by a continuous liquid annulus. In most two—phase systems, annular is by far the most com-
mon regime. When the regime is determined to be annular, the Lockhart—-Martinelli correla-
tion is used.

The stratified regime, characterized by liquid pooling in the bottom of the tube, results if
either the vapor mass flux or the liquid fraction is low enough, or the gravity high enough (and
the flow is not vertically upward). The stratified regime cannot exist in microgravity. The
methods used to predict pressure gradient involve predicting the height of liquid and the frac-
tions of each phase in contact with the wall, assuming a circular cross section (per the method
of Taitel and Dukler). Unfortunately, this model is highly sensitive to void fraction, and be-
cause the stratified regime typically exhibits the greatest degree of slip, the error in a homoge-
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neous approximation to void fraction can be significant. In other words, pressure dropsin the
stratified regime are suspect if the default homogeneous options are used. Typically, a homo-
geneous assumption results in overestimation of pressure drop for stratified flow, whereas if
slip flow is modeled as described next, the predicted pressure drop is usually lower than that
of all other regimes for the same flow quality.

Slip Flow Modeling Options—By default, a homogeneous assumption is applied in all flow
passages, meaning that the vapor velocities and the liquid velocities are assumed equal: there
is zero relative velocity or slip. With the homogeneous approximation, two—phase flow is mod-
eled as the flow of a mixture of both phases—one momentum equation describes the entire
duct segment. This assumption is usually adequate and is both simple to implement and fast
to execute. Because of this assumption, there is no difference between thermodynamic quali-
ty and flow quality. Thermodynamic quality is the fraction of vapor mass within a segment
divided by the total mass in that segment. Flow quality is the ratio of vapor mass flowrate
through a segment divided by the total mass flowrate through that segment.

In reality, vapor usually moves faster than liquid, and sometimes even in opposite direc-
tions. A slip flow formulation takes this into account, using one momentum equation per
phase. Slip flow options may be applied to any FLUINT duct segment; the homogeneous
approximation is retained for pumps, valves, capillary devices, etc.

Unlike homogeneous flow, with slip flow the thermodynamic quality is no longer the same
as the flow quality. Conservation of mass dictates that flow quality must be the same (eventu-
ally) whether a homogeneous or slip flow formulation is used. However, the thermodynamic
quality is no longer constrained by the homogeneous assumption: it becomes the new degree
of freedom necessary to accommodate a new momentum equation. In other words, the ther-
modynamic quality and its manifestations, such as density and void fraction, will vary as
needed to balance the flow forces. Because vapor generally travels faster than liquid, the pre-
dicted void fraction will be smaller with slip flow than with homogeneous flow at the same flow
quality. In other words, more liquid will reside in the line, and the thermodynamic quality
will be smaller than the flow quality as depicted in Figure 2 for the stratified regime.

Because most pressure drop and heat transfer correlations are based on flow quality, slip
flow and homogeneous formulations predict almost the same steady state as long as flow is
‘cocurrent; the local homogeneous assumption does not affect the overall pressure drop and
heat transfer rates. The major difference is the proportion of liquid and vapor in lines. For
example, in annular flow a slip formulation predicts typically three to four times as much lig-
uid will reside in a pipe compared to a homogeneous prediction. Of course, this amount is
small to begin with, and so quoting a factor of three to four might be misleading.

In transients, the differences can be more dramatic, especially for separated flow regimes
where vapor can shift quickly and liquid lags behind. As a specific example, a SINDA/
FLUINT model was developed to predict the time it takes to clear a small tube of liquid by
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Figure 2 — Homogeneous versus Slip Flow in Stratified Regime at Same Flow Quality

heating it, noting that much more liquid is displaced by generated vapor than is actually
evaporated. The default homogeneous assumption resulted in a prediction of 8 seconds to
clear the line, whereas allowing slip flow in the same model nearly doubled the duration of the
liquid purge event. Since annular flow was quickly established, slip flow allowed the vapor to
escape the tube without displacing as much liquid in the process.

This extra degree of modeling power does not come without its price. In addition to greater
solution expense, a new layer of uncertainties is revealed. New parameters must be esti-
mated, including (1) the frictional drag between phases, (2) the degree of sharing of inertia,
also called added mass and virtual mass, (3) the apportionment of wall friction to each phase,
and (4) the momentum transfer associated with phase change. By default, FLUINT will esti-
mate such factors automatically, which requires knowing the flow regime. Hence, flow regime
mapping options are defaulted when specifying slip flow. Alternately, like almost all other
SINDA/FLUINT options, knowledgeable users can calculate their own coefficients.

Other Improvements—A wide variety of improvements have been implemented to help
speed up models utilizing time—dependent fluid elements (called tanks and tubes in FLUINT)
where two-phase flow exist. In general, integrations are smoother, more accurate, and can
take larger time steps. Various other improvements have been made in time step predictions,
reduced numbers of properties calls, etc., that resulted in speed improvements averaging
about 25%.

Also, new simulation options were added to help the user model the mixing of perfect
gases, stationary noncondensible gas bubbles, and bellows accumulators. This last option
has been applied to other situations requiring two control volumes to share the same physical
boundary without exchanging mass.

Because Version 2.5 is to be completed only nine months after 2.4, it was decided that Ver-
sion 2.4 would be distributed only to NASA centers and Space Station Freedom contractors,
and that the next release to COSMIC, who serves a much wider audience, would be delayed
until Version 2.5 was completed and tested.
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Version 2.5 Enhancements Y
Three independent improvements have been made in the test version of SINDA/FLUINT
Version 2.5, which is scheduled to be officially delivered to NASA JSC in September 1992.

Fast Tabular Fluid Descriptions—It has long been known that one of the significant cost
drivers in the solution of fluid is the detail and range of fluid property descriptions. Speed
increases can be gained by restricting the description (e.g., providing a liquid—only descrip-
tion) or by simplifying it (e.g., pseudo—perfect vapor equation of state). Also relevant is the
fact that ammonia is the most common fluid for two—phase spacecraft thermal management
systems. Thus, a new description of ammonia was created that didn't compromise accuracy
over the range of temperatures of interest to spacecraft systems, yet runs twice as fast as the
built—in ammonia description. This new description uses tabular look—ups, whereas other
descriptions describe properties functionally. Once such methods were developed for ammo-
nia, other analogous descriptions were quickly generated for other fluids including hydrogen,
nitrogen, oxygen, argon, and ethane.

Single-Phase Heat Transfer with Coarse Discretization—FLUINT slightly underesti-
mates heat transfer for coarsely discretized single—phase lines. This results from assuming
an average wall state and an average fluid state over each segment. While such treatment is
consistent with the rest of the finite difference (lumped parameter) approximation, which de-
mands nodalization adequate to resolve gradients, it often conflicts with the way many engi-
neers treat a single-phase heat transfer problem: as a constant wall temperature over a seg-
ment that has distinct inlet and outlet states. As a result, new heat transfer options have
been added to allow such models. For single-phase flows, the predictions are equivalent to a
log mean temperature difference (LMTD) solution.

Figure 3 shows how the new methods improve results and/or enable smaller models while
yielding the same answers. Comparisons with closed—form solutions are made for this tran-
sient thermal/hydraulic analysis of a water pipe with varying inlet temperature and constant
wall temperature (Reference 2). To obtain results that are indistinguishable from the closed—
form solution, only five control volumes are needed with the LMTD methods compared with
twenty for the default downstream-weighted method. Still, the results using traditional
methods are good even with only five control volumes. Furthermore, in models of real sys-

‘tems, where gradients in wall temperature or other properties dominate, the differences are
usually negligible.

Speeds of Sound and Choking Detection—The user’s ability to detect sonic limits was en-
hanced by providing program options that detect choking in all or portions of a model. The
liquid phase remains incompressible, although compressibilities and compressed liquid den-
sities may be calculated and used in concurrent logic, perhaps to calculate effective com-
pliances of control volume walls, or to measure the appropriateness of an incompressible as-
sumption. Other by—products include two-phase speed—of—sound routines.

101



% -
Fluid 275 ”
Temp.
(°F) 285, initial Conditions —\ "",,/""'
o -
235 Pl 5 segments, detault
et methods
215- /,,,/ Wall _\ ,,,,,,,,,,,,
195- N i
175-
N— 20 segments, default methods;
5 segments, LMTD methods;
155 Closed-form solution
W {max. error, 0.3°F, not visible)
1% T ) T T
0 2 4 6 8 10

Distance from inlet (ft)

Figure 3 — Comparison of FLUINT Predictions with Closed-form Solution

Other Improvements—Several relatively minor improvements were made in addition to
the major thrusts of Version 2.5. These include (1) the addition of K—factors (head loss factors)
to duct models, eliminating the need for separate elements to include entrance, bend, and exit
losses; (2) the option of using a crash file in addition to normal restart and parametric run
options, saving a snapshot of the simulation as often as desired without running out of disk
space, (3) reduced memory requirements (matrix inversion work space) for large models, and
(4) various internal improvements in time step predictions and slip flow options.

Future Enhancements

Improvements Planned for Version 2.6—FLUINT uses a first—order implicit time step in-
tegration that is performed in parallel with whatever method is used to integrate the thermal
networks. Heat rates between thermal and fluid models are held constant to conserve energy.
If all property domains and derivatives, friction coefficients, heat rates, etc. truly remain
constant over the time interval, then the solution is fully implicit and an arbitrarily large time
step can be taken. Since these parameters in fact often vary, a best estimate is made of the
time step that can be made without excessive changes in such parameters.
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Extensive logic is employed to estimate this time step and fo check predicted changes
against the previous step. While this feedback method successfully avoids time steps that are
too small (from the mathematical standpoint if not from the user’s standpoint), the only way
to be absolutely sure that this estimated time step is not too big is to proceed to integrate the
equations and solve for the next network state. If unforeseen changes in operating regimes,
boundary conditions, or other parameters are excessive, then at best excessive error will have
been generated. At worst, the solution will fail or find a spurious answer such as negative
masses in control volumes, or excursions beyond fluid property limits.

In FLUINT, the selected strategy is to spend about 10% to 20% of the cost per solution to
make a good and somewhat conservative estimate of the time step. The program is unable to
back up and try again if the time step is too big, which fortunately rarely happens. This strat-
egy avoids speed and memory penalties associated with the ability to store and retrieve pre-
vious states as well as the problem of trying to measure the generated error and then decide
what error is acceptable. A strategy takenin other codes is to take a user—input time step, and
then solve iteratively (typically on the order of ten iterations per time step, each about the cost
of one FLUINT time step) for the final state. Instead of predicting time steps, the challenge

becomes how to converge efficiently on a perhaps elusive final state.

The main thrust of Version 2.6 will be to investigate methods for detecting excessive time
steps and correcting them, either by backing up and reducing time steps or by iteratively cor-
recting the solution.

Potential Areas for Future Expansions—Several areas of potential growth have been iden-
tified for which no firm development plans exist. These include: (1) full range fluid descrip-
tions with compressible liquid phases that avoid the current discontinuity between saturated
liquid and supercritical fluid when the thermodynamic path does not pass through the dome;
(2) optionally avoiding the assumption of thermal equilibrium between phases inside of ducts
(some limited nonequilibrium capabilities already exist); (3) nonreacting mixtures of sub-
stances, especially noncondensible gas phase, air/water systems; (4) higher fidelity capillary
models including pore size distributions, wetting hysteresis, partial deprime and liquid reces-
sion in the wick; and (5) thermal matrix inversion methods as alternatives to the current it-

erative closure methods.

SINAPS: SINDA Application Programming System

SINDA/FLUINT, like its predecessors, frees the user from the constraints of real geome-
try: the model may be limited to a certain volume of material (akin to finite element modeling,
or FEM), or it can incorporate a complete vehicle (unlike a finite element approach). The price
for this flexibility has been the lack of graphical input and associated postprocessing power,
which would help not only in model validation and maintenance, but also in visualization and
reporting of results.
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Translations to and from solid modeling programs and FEM codes have represented a par-
tial solution for some component design analyses. No analogous capability was present for
system-level analyses, or for problems that are intractable with a finite element approachbut
are amenable to a lumped parameter approach. While postprocessing programs exist to gen-
erate X-Y plots of SINDA/FLUINT results, analysts normally communicate with the pro-
gram via ASCII files. As models grow, the potential for modeling errors or misinterpreted re-
sults also grows. (Anecdotally, one small model—a standard sample problem that has been
reviewed by many analysts—was found to contain a slight error when rebuilt using SINAPS.)

Nevertheless, hand drawn schematics of SINDA/FLUINT networks are often used to doc-
ument models in reports and facsimile transmissions. If analysts are able to communicate
with each other via such ‘artificial’ geometry, then it was reasoned they should be able to com-
municate with the program via similar 2D sketches. After all, similar computer aided engi-
neering packages exist in the electrical design community. Thus, in 1990, NASA JSC initi-
ated an effort to provide a modern graphical pre- and postprocessor for SINDA/FLUINT.

SINAPS is an advanced new companion program to SINDA/FLUINT that enables users to
graphically sketch their models using a mouse— and menu—driven user interface. Forms and
editing windows exist to satisfy other nongraphic SINDA/FLUINT input requirements.
SINAPS then produces complete SINDA/FLUINT ASCII input files, and imports binary out-
put files that were perhaps produced on other machines. This enables graphical display of
predictions on the same schematic used to create inputs. In addition to pop—up X-Y, polar, and
bar plots, features such as “color by flowrate,” “thicken by conductance,” and “shade by tem-
perature” are supported. Figures 4 and b present two sample SINAPS screen images (in black
and white for reproduction) that depict some of the features available.

SINAPS is intended to become a complete, modern front—end to SINDA/FLUINT, elimi-
nating the need to communicate via ASCII input and output files. In fact, it contains many
powerful features that are unavailable in the basic SINDA/FLUINT system, such as algebra-
ic inputs, shared models, customized components, etc. To assist current SINDA/FLUINT us-
ers in the transition to SINAPS, it will accept existing ASCII input files, and will work inter-
actively with the user to produce a graphical depiction of that model.

SINAPS is transportable. It was developed simultaneously on a Macintosh Il and a SUN
SPARCstation, and can be rehosted on most other workstations, operating systems, and win-
dowing systems. Perhaps more importantly, a SINDA/FLUINT model (and its graphical de-
piction) built using SINAPS can be easily moved from one type of machine to another, allow-
ing analysts to build models on whatever machines are available, even if that availability
changes from day to day. Combining this feature with the fact that SINAPS and SINDA/
FLUINT need not reside on the same machine gives the analyst tremendous flexibility.

SINAPS will be available in the fall of 1992, and will correspond to SINDA/FLUINT Ver-
sion 2.5.
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SUMMARY

The approach to thermal analysis described by this paper is a
technique that incorporates Computer Aided Design (CAD) and Computer
Aided Engineering (CAE) to develop a thermal model that has the
advantages of Finite Element Methods (FEM) without abandoning the unique
advantages of Finite Difference Methods (FDM) in the analysis of thermal
systems. The incorporation of existing CAD geometry, the powerful use of
a pre and post processor and the ability to do interdisciplinary analysis,
will be described.

INTRODUCTION

Since the birth of the Chrysler Improved Numerical Differencing
Analyzer (CINDA), a tool widely used in the aerospace industry, many
improvements to the code have been made. Lately, the advances have been
dramatic, starting with the rewrite of the Systems improved Numerical
Analyzer (SINDA) to what is now known as SINDA ‘85, to the addition of
fluid analysis and the creation of a graphical interface, SINDA Application
Programming System (SINAPS). Most of the progress has concentrated
around the Finite Differencing methods, with very slow progress in the
graphical end of the analysis.

*Engineer, Sverdrup Technology, Inc., MSFC Group.
+Senior Engineer, Sverdrup Technology, Inc., MSFC Group.
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Computer aided Engineering (CAE) have revolutionized the analytical
world. Most of the advances have taken place in the field of Finite
Element Methods (FEM). FEM, an ideal tool for structural analysis, is not
well suited for thermal analysis yet, specially, when the problem is
radiation dominated . FDM because of its particular characteristics to
handle nonlinear systems, has been the method of preference in the
analysis of thermal systems. The advantages of CAE created an interest
in the thermal analysis discipline that gave way to translators that can
convert FEM format to FDM format, thus creating a unique opportunity for
the thermal analyst.

This paper concentrates on the methodology of using CAD generated
geometry in a CAE environment to develop a thermal model. The format
and mathematics used on both, CAD and CAE platforms, is different
requiring therefore a translator to share the information. The Initial
Graphics Exchange Specification (IGES) version 5.0 translator was
selected due to its availability on both platforms.

THERMAL MODEL UPDATE FOR THE AEROASSIST FLIGHT EXPERIMENT (AFE)

The thermal model of the AFE had reached a level of obsolescence
and a major update with required. As the design matured, there was a
need to update the model to include all design reviews. The structural
design had major changes, but it was still in the evolution stage. To
update the model, a major undertaking was necessary, but there was still
the question of how to keep up with the changes, especially, how to
respond to the “what if" questions that were being posed as changes in
the design were taking place? There was a choice of doing the update the
traditional way and lag behind or investigate the avenue of using the CAD
generated geometry to create the model and to incorporate updates of
components as they change, without affecting the rest of the model.

A NEW APPROACH IN THERMAL ANALYSIS

The incorporation of CAD generated geometry to create a thermal
model in a CAE environment, is an avenue that will complement
established practices and it will also allowed the analyst to do the
following:

. Use the same geometry generated by the designer
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Eliminate design mis-interpretation )
Avoid dimensional errors

Maintain model fidelity

Update design changes only on the affected areas
Share the model with other disciplines

Share results with other disciplines

Promote concurrent engineering

The design of the AFE was done using the Intergraph Graphics Design
System (IGDS) and the Intergraph Engineering Modelling System (I/EMS)
packages. Use of the CAD data required transferring it to the CAE
platform, where the actual modelling would take place and finally to a
platform where the conversion to a SINDA model is done. Following are
the steps taken to create a thermal model using CAD data.

. Compress the boolean trees of the CAD file

. Using the I/IGES translator, translate the VEMS file to an IGES file

. Using the CADPAT, IGES-to-PATRAN translator, translate the IGES
file to a PATRAN neutral file.

. Prepare the model in PATRAN by defining the nodal network,
physical properties and material properties.

. Translate the model (a PATRAN neutral file) to a FEM/SINDA file,
using the FEM-to-FDM translator FEM/SINDA.

. Using FEM/SINDA, convert the FEM/SINDA file to a Finite Difference
file.

Table 1 shows the geometry entities I/GES version 5.0 and CADPAT
release 4.0, can support.

Table 1. IGES Entities Supported by VGES and CADPAT

Circular arc or circle |Parametric cubic line Circular arc, 100

Composite curve Parametric cubic line ]|Composite curve, 102

B-Spline curve Parametric cubic line |General conic, 104

Points Parametric cubic line |Data points, 106

B-Spline curve Parametric cubic line |Parametric spline
curve, 112

B-Spline surface Parametric cubic patch | Parametric spline
surface, 114

Point Grid Point, 116
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Ruled surface

B-Spline surface Parametric cubic patch

(arc_length),118
B-Spline surface Parametric cubic patch | Surface of revolution, 120
B-Spline surface Parametric cubic patch | Tabulated cylinder,122
Transformation matrix | Coordinate system Transformation matrix,124
B-Spline curve Parametric cubic line |Rational B-Spline curve,126
B-Spline surface Parametric cubic patch | Rational B-Spline surf.,128

B-Spline surf. boundary

Primitive parametric

Curve on parametric

surface curve surface, 142
B-Spline surface Primitive face Trimmed parametric
surface, 144

The I/EMS model of the AFE, figure 1, is composed of many components,
due to its massive size, it was necessary to separate each component in

individual files, making the translation process less cumbersome.

Once

the files were translated, figure 2, and modeled individually as a

component, they were merge to form the complete model.

a flowchart of the translation process.
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CONCLUSIONS

The process of using CAD/CAE technologies is not a substitute for
the traditional thermal analysis, but merely a complement to the task of
analyzing thermal systems. It is a process that can be applied when
dealing with large and complicated structures, when hand inputs can take
several months. This process goes beyond thermal analysis, this process
encourages the members of all disciplines working in a project, to work
together, the results of such cooperation are unlimited, with sharing of
models and results being just a few.

Due to cancelation of the AFE project, the complete modelling of the
AFE using this process was not possible, but the major components were
incorporated in the model. Further work is progressing through other
projects. Presently this process is being applied to the creation of SINDA
and TRASYS models from the same CAD/CAE file, as well as creating
geometry from TRASYS models that were written by hand and needed
updating. New technologies and cooperation between CAD and CAE vendors
will expedite this process.
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NOMENCLATURE

G specific heat at constant pressure

i index of grid location in the x-direction

j index of grid location in the y-direction

i total number of grid points in the y-direction

P pressure

r radius of wall (axisymmetric case)

Re Reynolds Number (per unit length)

RUB coefficient in front of derivatives of the advective terms in the x-direction
RVB coefficient in front of derivatives of the advective terms in the y-direction
T temperature

u velocity component in direction of core flow
v velocity component perpendicular to core flow
X location in the direction of the core flow
y location in the direction perpendicular to the core flow
ug  total viscosity (molecular and turbulent)
p density
o core flow value at point with maximum Mach number, used to non-dimen-
sionalize boundary layer equations
INTRODUCTION

At times we need to analyze the thermal behavior of systems that include both
conduction and high speed flows. Unfortunately, most high-speed-flow codes have
limited conduction capabilities and most conduction codes, such as SINDA, cannot
model high speed flows. It would be useful to interface a high-speed-flow solution and
SINDA. When interfacing a high-speed-flow. solution to SINDA, it may be necessary to
include the viscous effects in the energy equations. Boundary layer effects of interest
include heat transfer coefficients (including convection and viscous dissipation) and
friction coefficients. To meet this need, a fast, uncoupled, compressible, two-dimension-
al, boundary later algorithm was developed that can model flows with and without
separation. This algorithm was used as a subroutine with SINDA. Given the core flow
properties and the wall heat flux from SINDA, the boundary layer algorithm returns a
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wall temperature to SINDA. SINDA and the boundary layer algorithm are iterated until
they predict the same wall temperature.

BOUNDARY LAYER ALGORITHM

Boundary Layer Equations

The forms of the boundary layer equations used in the finite difference scheme
were the compressible, parabolized Navier-Stokes (PNS) equations by Roach, et al [1].
The equations were 2-dimensional, viscous, and were solved for the primitive variables.
The y-momentum equation simply reduced to

P, (1)
oy
The other equations were as follows:
continuity
Xp u) ,Ap V) _g @)
ox oy
X momentum
—-9u —=-du_1 0,,10u, 0P
P U—+p V—=———(R '—)-— 3
& ¥ Ry O &
energy
aT — T R} o7 u) P
oudl 5y 1 8f % OT| 1)ou) zoP )
ox d R}Oy\RePrdy/ Re\dy ox
The variables were defined as:
p=—t— (5)
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g=—3_ 6)
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For axisymmetric flows, (k= 1), R, was defined as:

R, =r+ycos0 (10)

where r was the radius of the wall, 8 was the angle of the wall, and the plus or minus
signs referred to external or internal flows respectively. For rectangular coordinates R,
was ignored, (k=0). The coordinates x and y used in the above equations were the
transformed x and y coordinates, that is, the x coordinate followed along the wall surface
and the y coordinate was perpendicular to the wall. It should be noted that Re was not
actually non-dimensional. Re had units of (length)™. Also, x andy (and R,) remained
dimensional. So, each term in each of the above boundary layer equations had units of

(length)™.
Solution Algorithm

The momentum, continuity and energy equations were differenced as described by
Kwon et al.[2] For any scalar quantity ¢ :

(92] Y, 1)
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Due to the parabolic nature of the boundary layer equations, the governing
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equations were solved by marching from station to station in the ‘direction of the core
flow. Solutions at a given station were obtained by solving the boundary layer equations
sequentially. First, the momentum equation was solved for the velocity component in
the core flow (streamwise) direction (u). Second, continuity was solved for the velocity
component in the y direction (v). Then, the energy equation was solved for the tempera-
ture (T). If the station had not converged, the momentum, continuity, and energy equa-
tions were solved again for the velocity components and temperature, using the flow
properties from the previous iteration. Convergence at a given station was obtained
when the streamwise velocity components at all grid locations at that station converged.
After the calculation at the station converged, the algorithm marched to the next stream-
wise station to solve for the boundary layer properties. This streamwise marching
continued throughout the entire domain.

Grid spacing perpendicular to the wall (y-direction) was based on an exponential
function. The grid spacing was fine near the wall to better resolve the gradients at the
wall. The grid spacing was course away from the wall where fine resolution of the
gradients normal to the core stream were not necessary.

The derivative of the velocity at the wall (used to calculate wall shear stress) was
determined using a second order approximation. Values at j=1 (wall), j=2, and j=3
were used.

(g) YU - Vi) a0
% )i Yia0is¥i2)

The above algorithm worked well for flows with weak viscous/inviscid interaction,
since the downstream influence could be neglected. However, when the flows were
strongly interacting, such as those with strongly adverse pressure gradients or separation,
downstream conditions had to be considered. To account for downstream influences the
pressure gradient was differenced as a weighted average of forward and backward differ-
ences. This techniques was based on the method of Davis and Barnett[3].

Specifically the pressure gradient was differenced as

2. fF75) . aftect
ox XXy X ™%

where ¢ is a weighting parameter of the forward and backward differencing. This term
was required to remove the ellipticity in the PNS equations in strongly interacting flows.
The quantity e determined what fraction of the forward difference of the pressure
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gradient can be included so that the equations remain non-ellipti¢. If the flow was
supersonic at a given j location, then only backward differencing was used for the pres-
sure gradient (e=1). If the flow was subsonic then at a given j location then the
following expression for e was used,

e IM (16)
L+(y-DM?

Boundary Layer Separation

Flaring of the advective term parallel to the core flow was used when the flow
was separated. This was handled by taking the absolute value of the coefficient in front
of the derivative of the advective term (RUB) and multiplying it by .1 to make it smaller.
Again this operation was only performed when the flow was separated.

Boundary Layer Turbulence Model

A modified Baldwin-Lomax model was used to account for turbulence. This
model was a zero equation, eddy viscosity model. This model was faster than other
turbulence models, such as the k-e two equation model. A modified model of Visbal and
Knight was used to handle the effects of separation. However, the model of Visbal and
Knight required further modification, the most important of which was the modification
of the Baldwin-Lomax parameter C,. C needed to be a function of both core flow
Mach number and core flow pressure gradient. This modification was extremely
important in matching numerical results and experimental data. A detailed description
of the turbulence model used is given in Sakowski, et. al [4].

Boundary Layer/Core Flow Interface

The boundary layer algorithm serves as a link between the conduction program
(SINDA) and an inviscid core flow program. The interface with SINDA will be dis-
cussed in a later section. In this section we will look at the interface of the boundary
layer algorithm with a core flow program.

When the boundary layer algorithm was interfaced with a core flow algorithm, it
was necessary that the boundary layer properties smoothly approached the core flow
values. That is, when the derivatives perpendicular to the wall were zero, the core flow
values had to be a solution to the boundary layer equations. The complicated part was
matching the boundary layer and core flow, since the boundary layer and core flow algo-
rithms were probably not differenced in the same way. If the differential equations were
solved exactly there would not be problem, but they were not solved exactly. What the
core flow algorithm predicted as a solution, was not exactly what the boundary layer
algorithm predicted as a solution as the y-derivatives went to zero (far from the wall).

121



The difference was usually fairly small (2% or so), but this small -difference could have a
big effect on the integral performed to calculate the displacement thickness. An
adjustment in the way the pressure gradient term was calculated in the boundary layer
algorithm forced the boundary layer properties to smoothly approach the core values.
Without this adjustment, the displacement thickness, predicted by the boundary layer
program had large errors. The adjustment of the pressure gradient was performed by
solving the finite differenced momentum equations for dP/dx when all y-derivatives were
zero.

P = % a7

o Pty

The corrected value of the pressure derivatives was calculated with the edge
values from the core flow algorithm using the same differencing scheme used in the
boundary layer algorithm. In this way the boundary layer algorithm approached the core
flow values as the y-derivatives approached zero.

Another consideration for interfacing a core flow algorithm and the boundary
layer code was stability. At times the boundary layer algorithm has a stability problem.
This problem tended to initiate near the edge of the boundary layer. From one iteration
to the next the values near the core flow sometimes fluctuated between less than and
greater than the core flow value. Sometimes these fluctuations died out and the program
converged. However, other times the oscillations grew, causing the calculations to
diverge. To solve this problem flaring was used. RVB was part of the advective terms
in the y-direction. RVB was the coefficient in front of the du/dy term in the finite
differenced x-momentum equation, and the dT/dy term in the finite differenced energy
equation. These were the advective terms in the y-direction. Without flaring RVB was
simply pv. With flaring RVB was changed as follows:

RVB=K| p v | (18)

K,’s for momentum equation

if u<u, if wu,
u
if > Kl=-i‘: K,=(l—ul¢)
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K,'s for energy equation

if T<T, if T>T,

The motivation for the above flaring was to make the core flow value a numeri-
cally stable solution in the boundary layer algorithm far from the wall. This flaring was
found to be very important to help the stability of the algorithm, particularly when there
was an adverse pressure gradient, separation, bleeds, or bypasses. For more detail on
interfacing the boundary layer algorithm of Roach, et al. with a core flow, refer to
Darling, et al. [5].

CORE FLOW INPUT TO BOUNDARY LAYER ALGORITHM

It was mentioned previously that the boundary layer algorithm required as an
input, a core flow. The inviscid core flow variables needed by the boundary layer
algorithm were the Mach number, temperature, and pressure. For flows where the
interaction between the core flow and boundary layer were negligible, the interface was
very simple and easily implemented. All that was required was an input file by the name
LBL.DAT. This file contains seven namelists described as follows:

NAMELIST/GEOM/X: Grid point locations that run parallel to the centerline
of the wall

NAMELIST/AREAX/AREA: Surface area of the wall that corresponds to
a respective X grid point location

NAMELIST/TEMP/T1: Core flow temperature that corresponds to a
respective X grid point location

NAMELIST/PRES/P1: Core flow that corresponds to a
respective X grid point location
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NAMELIST/MACH/AM:

NAMELIST/RADIUS/RADY:

NAMELIST/BL/

JJ1J:
DUMX:

TURB:

ENGU:

EXT:

MYES:

Core flow Mach number that corresponds to a
respective X grid point location

Radius of the wall measured from the wall centerline
and perpendicular to its respective X grid point
location

Number of grid points perpendicular to the wall

Convergence criteria on the u velocity component of
the x momentum equation

Number of grid points in the streamwise direction

Flag to signal use of the Baldwin-Lomax turbulence
model:

TURB=.TRUE. - turbulence on

TURB =.FALSE. - turbulence off

Flag to signal use of units:

ENGU T P1 X AREA
ENG UNITS - .TRUE. ‘R b/ ft ft?
SI UNITS - .FALSE. ‘K N/m* m m?

Flag to signal axisymmetric flow:
AXI=.TRUE. - axisymmetric flow
AXI=_FALSE. - 2-D flow

Flag to signal external flow:
EXT=.TRUE. - external flow
EXT=.FALSE. - internal flow

Flag to print to:

Mach.out: Prints non-dimensional velocity,
temperature, density, and pressure
profiles for each x grid location and for
the first 10 SINDA iterations - after 10
SINDA iterations, the profiles are
printed every 20 SINDA iterations
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Each x grid location also gives the

following parameters:

IT: number of boundary layer
iterations

M: core flow mach number

Cf:  skin friction coefficient

Ybl: distance of the last y grid point
from the wall

C2.0UT: Prints the following boundary
layer parameters:
IT: number of boundary layer
iterations
Th: momentum thickness
Cf:  skin friction coefficient
Disp: displacement thickness
for the first 10 SINDA iterations - after
10 SINDA iterations, the profiles are
printed every 20 SINDA iterations

A sample LBL.dat file is provided in the APPENDIX.

For flows where there was a strong interaction between the core flow and
boundary layer, the simple input data file of constant inviscid core flow values would
change complexion. The file would become a core flow algorithm which continuously
updates the core flow variables to account for the boundary layer interaction, such as
flows with shock waves. Such algorithms are not discussed in this paper.

SINDA/BOUNDARY LAYER INTERFACE

The nodes in SINDA that represent the wall surface nodes MUST be declared as
boundary nodes. This is done to obtain heat rates on the nodes that can be sent to the
boundary layer algorithm. For a steady state solution the heat rate on the surface node
will be zero if the nodes are defined as arithmetic or diffusion nodes. This is because
SINDA effectively "sees" an insulated surface. In actuality the surface is not insulated,
because of the presence of the boundary layer flowing over it. For each SINDA
iteration, the heat rates from the SINDA nodes are passed to the boundary layer where
new wall temperatures are determined. The boundary layer algorithm will continue
iterating until it has a converged solution. After the boundary layer algorithm has
converged, the boundary layer wall temperatures become the new SINDA boundary node
temperatures. Thus the SINDA boundary node temperatures are updated every SINDA
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iteration. The program iterates between SINDA and the boundaty layer algorithm until
the boundary layer wall temperatures match the SINDA boundary node temperatures.

SINDA INPUT TO BOUNDARY LAYER ALGORITHM

In HEADER CARRAY DATA, reserve the following variables:

1=LBL.DAT
2=MACH.OUT
3=C2.0UT

Also, the common SINDA/FORTRAN variable BTEST should not be used. In HEAD-
ER VARIABLES 1, make the call to the subroutine INTERFACE as follows:

CALL INTERFACE(A,B,C,D,E,ABSZRO,BTEST,UCA1,UCA2,UCA3)

where A = Submodel name in quotes where the surface boundary nodes are located,
and no more than 8 characters long.

B = SINDA node number of the surface boundary node located at the last x
grid location of the boundary layer (integer).

C = SINDA node number of the surface boundary node located at the first x
grid location of the boundary layer (integer).

D = Number by which the SINDA boundary nodes are incremented (integer).
E = Units used by SINDA. 'ENG’ for English units. SI’ for SI units.

The remaining arguments should be left as they are. ABSZRO is the SINDA variable
for absolute temperature defined in the HEADER OPTIONS DATA BLOCK. BTEST
is a counter for the number of SINDA iterations. UCA1, UCA2, and UCAS3 are the
SINDA variables for the input and output file names defined in the HEADER CAR-
RAY DATA BLOCK.

CONCLUSIONS

A fast steady, compressible, turbulent boundary layer algorithm that can be used
to model separated flows has been written as a subroutine for SINDA. Results from the
boundary layer algorithm compared well with experimental pressure distributions when
the boundary layer was interactive with the core flow, Darling, et al. [5] and Roach, et al
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[1]. In addition, the friction coefficients and momentum thicknesses predicted by the
boundary layer code compared well with experimental data, Roach, et al. [1]. The
Baldwin-Lomax turbulence model was used following the modifications of Sakowski, et al
[4], also matched experimental data fairly well. Currently comparisons are being made
with experimental data validate the heat transfer predictions of the boundary layer
algorithm. The boundary layer algorithm was found to converge quickly with SINDA. A
simple SINDA model with 25 x-grid locations was tested, see the APPENDIX for the
SINDA input. The model converged in 95 SINDA iterations.
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APPENDIX

&GEOM X=.2255283-2,.24767SE-1,.5153673-1,.778460!-1,.107633,.128037,.151619,
.174448,.203611, .228309, .231856, .235408,.238954, .242498,
.246048,.249659,

.25352,.258018,.262899, .267638, .272238,.276733,
.281173,.285603,.290036,.294476,.298924,.303379,.307842,.312309,
.316781,.321258,.325737,.330218, -
.334703,.343673, .352644, .366070 &END .
GAREAX AREA=1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1
1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.
1.0,1.0,1.0,1.0,1.0,1.0 &END
STEMP T1=1982.9,1983.3,1983.5,1983.6,1983.5,1983.3,1982.7,1981.9,1980.3,
1975.5,1973.5,1970.8,1966.,1960.4,1945.2,1917.8,1857.5,1776.7,
1707.9,1605.9,1526.4,1468.8,1385.8,
1325.1,1283.,1253.3,1228.5,1207.9,
1188.9,1171.,1155.3,1142.7,1131.3,1122.4,
1116.5,1106.3,1101.8,1098.6 &END
&PRES P1=.172115E7,.172253E7,.17236E7,.172399E7,.172346E7,.172235E7,
.17199E7, .171615E7, .170832E7, .168388E7, .167384E7, . 165993E7, . 163667E7,
.160348E7, .153294E7,.141769E7, .122549E7,
.101028E7, .810816E6, . 613865E6, .492139E6, . 407487E6,
.315702E6, .257376E6, .222281E6, .20018E6, .183118E6, . 169834E6,
.158537E6, .148288E6, . 139641E6, .133107E6, .127322E6, . 122975E6,
.120144E6, .115385E6,
.113278E6,.111714E6 &END

&MACH AM=.389E-1,.393E-1,.411E-1,.442E-1,.492E-1,.541E-1,.619E-1,.73E~1,
.105,.192,.217,.25,.29,.354,.442,.561,.725,.919,1.13,1.3,1.48,1.6,
1.77,1.89,1.98,2.01,2.1,2.14,2.19,2.22,2.25,2.29,2.31,2.32,2.34,
2.36,2.37,2.374 &END

&RADIUSY RADY=1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,

1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,
1.0,1.0,1.0,1.0,1.0,1.0 &END

&BL JJJ=100,DUMX1=.001,II=25,TURB=,TRUE.,

ENGU=.FALSE. ,AXI=,.TRUE. ,EXT=.TRUE.,MYES=,TRUE. &END
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HEADER OPTIONS DATA .
TITLE BOUNDARY LAYER CODE INTERFACE WITH SINDA

MODEL = BLI

OUTPUT = BL2.0UT

USER1 = BL1.USR

USER2 = BL2.USR
HEADER CONTROL DATA, GLOBAL

NLOOPS = 4000

ABSZRO = -460.0

uID = ENG

ARLXCA = .01 $DEFAULT VALUE N
DRLXCA = .01 $OEFAULT VALUE

EBALSA = .01 $DEFAULT VALUE

HEADER USER DATA, GLOBAL

C

HEADER CARRAY DATA, BL
1sNASASPFSD: AMBER.SINDA]LBL.DAT
2:TDISK$DIR: [AMBER]MACH. OUT
3=TDISK$DIR: [AMBER]C2.0UT

HEADER USER DATA, BL

C

OODIOODRESERVE BTEST FOR USE IN BOUNDARY LAYER
HEADER ARRAY DATA, BL

C

1= 81.,0.1139 $ SPECIFIC HEAT VS. TEMPERATURE
261.,0.1230 ¢ UNITS: BTU/LBM/DEG. F
621.,0.1330 $ AISI 304 S.S.
981.,0.1390
1341.,0.1459
2= 8l1., 8.6] $ THERMAL CONDUCTIVITY V5. TEMPERATURE
261., 9.59 $ UNITS: BTU/HR/FT/DEG. F
621.,11.44 $ AISI 304 S.S.
981.,13.06
1341.,14.68
C
HEADER NODE DATA, BL

Cre++wrAIST 304 S.S./DENSITY=493 LBM/FT**3
cew+#+=GENERATE 25 DIFFUSION NODES TO REPRESENT THE WALL!!

SIM 8801,25,1,70.,A1,5.
(ex+++4GENERATE SURFACE NODES!!!11111>)>CONNECT TO THE BOUNDARY LAYER CODE
' GEN -1,25,1,3000.,0.0

(r#a*x«GENERATE OTHER BOUNDARY NODES TO SIMULATE THE EFFECT OF A SIMPLE
Ce#xxxxpCTIVE COOLING SYSTEM WHOSE EFFECTIVE TEMPERATURE 1S 100 DEG Fil!

GEN -1101,25,1,100.0,0.0
HEADER CONDUCTOR DATA, BL
r#axewa*CREATE CONDUCTORS IN THE WALL ALONG THE "X AXIS"

CeswxxaweFQR THIS CASE THE "X AXIS" FOLLOWS THE DIRECTION OF THE CORE FLOW
SIM 801,24,1,8801,1.8802,1,A2,6.
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g*#xxxx#*CREATE CONDUCTORS THAT CONNECT THE WALL DIFFUSION NODES
crx**=***T0 THE BOUNDARY NODES WHICH INTERFACE WITH THE BOUNDARY LAYER
SIM 8801,25,1,8801,1,1,1,A2,.1

crwws***xCREATE CONDUCTORS THAT CONNECT THE WALL DIFFUSION NODES
grexx*xaxTO THE BOUNDARY NODES THAT SIMULATE ACTIVE COOLING
SIM 88801,25,1,8801,1,1101,1,A2,.1

HEADER VARIABLES 1, BL

C**x*+THIS IS THE SUBROUTINE THE DOES IT ALL!It!I11}
CALL INTERFACE('BL ',25,1,1, "ENG',ABSZRO,
& BTEST,UCA1,UCA2,UCA3,)

HEADER OPERATIONS DATA
C

BUILD BL1,BL

c

CALL STDSTL
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SUMMARY

An effort is currently underway at NASA Lewis 1o develop two- and three-dimensional Navier-Stokes codes,
called Proteus, for acrospace propulsion applications. The emphasis in the development of Proteus is not algorithm
development or research on numerical methods, but rather the development of the code itself. The objective is 0
develop codes that are user-orienied, easily-modified, and well-documented. Well-proven, state-of-the-art solution
algorithms are being used. Code readability, documentation (both internal and external), and validation are being
emphasized. This paper is a status report on the Proteus development effort. The analysis and solution procedure
are described briefly, and the various features in the code are summarized. The results from some of the validation
cases that have been run are presented for both the two- and three-dimensional codes.

1. INTRODUCTION

Mauch of the effort in applied computational fluid dynamics consists of modifying an existing program for what-
ever geometries and flow regimes are of current interest to the researcher. Unforwnately, neasly all of the available
nonproprietary programs werc started as research projects with the emphasis on demonstrating the numerical algo-
rithm rather than ease of use or ease of modification. The developers usually intend to clean up and formally docu-
ment the program, but the immediate need to extend it to new geometries and flow regimes takes precedence.

The result is often a haphazard collection of poorly written code without any consistent structure. An exien-
sively modified program may not even perform as expected under certain combinations of operating options. Each
new user must invest considerable time and effort in attempting to understand the underlying structure of the pro-
gram if intending to do anything more than run standard test cases with it The user's subsequent modifications

further obscure the program structure and therefore make it even more difficult for others o undersiand.

The Proteus two- and three-dimensional Navier-Stokes computer codes are intended to be user-oriented and
easily-modifiable flow analysis programs, primarily for acrospace propulsion applications. Readability, modularity,
and documentation have been the primary objectives. Every subrouline cONlains an extensive comment section
describing the purpose, input variables, output variables, and calling sequence of the subroutine. With just three
clearly-defined exceptions, the entire program is written in ANSI standard Forran 77 to enhance ponability. A
master version of the program is maintained and periodically updated with corrections, as well as extensions of gen-

eral interest, such as turbulence models.

The documentation is divided into three volumes. Volume 1is the Analysis Description, and presents the equa-
tions and solution procedure used in Proteus. It describes in deail the governing equations, the trbulence models,
the linearization of the equations and boundary conditions, the time and space differencing formulas, the ADI solu-
tion procedure, and the artificial viscosity models. Volume 2 is the User's Guide, and contains information needed
10 run the program. It describes the program'’s general features, the input and output, the procedure for setting up
initial conditions, the computer resource requirements, the diagnostic messages that may be generated, the job con-
trol language used to run the program, and several test cases. Volume 3 is the Programmer’s Reference, and con-
tains detailed information useful when modifying the program. It describes the program structure, the Fortran vari-
ables stored in common blocks, and the details of each subprogram.
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In this paper, the analysis and solution procedure are described briefly, and the various features in the code are
summarized. The results from some of the validation cases that have been run are presented for both the two- and
three-dimensional codes. The paper concludes with a brief status report on the Proteus development effort, includ-
ing the work currently underway and our future plans.

2. ANALYSIS DESCRIPTION

In this section, the governing equations, the numerical solution method, and the mrbulence models are described
briefly. For a much more detailed description, see Volume 1 of the documentation (Towne, Schwab, Benson, and
Suresh, 1990).

2.1 GOVERNING EQUATIONS

The basic governing equations are the compressible Navier-Stokes equations. In Cartesian coordinates, the
two-dimensional planar equations can be written in strong conservation law form using vector notation as !

J0E  OF _ JdE, OdFy
Tty T ax oy M

where

Q=[P pu  pv ET]T (2a)

%u
E= P‘;ujp (2b)
(Er+plu

pv
_|

F= pvi4p (2c)
(Er+p)v

Ev=—-— (2d)

Fy=—— (2¢)

The shear stresses and heat fluxes are given by

1. For brevity, in most instances this paper describes the two-dimensional Proteus code. The extension to three dimensions is relatively
straightforward. Differences between the two-dimensional and three-dimensional codes are noted where relevant.
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In these equations,  represents time; x and y represent the Cartesian coordinate directions; u and v are the veloci-
ties in the x and y directions; p, p, and T are the static densily, pressure, and iemperature; Eq is the total energy per
unit volume: and u, &, and k are the coefficient of viscosity, the second coefficient of viscosity, and the coefficient
of thermal conductivity.

In addition to the equations presented above, an equation of state is required 10 relate pressure 10 the dependent
variables. The equation currently built into the Proteus code is the equation of state for thermally perfect gases,
p = pRT, where R is the gas constant. For calorically perfect gases, this can be rewritten as

p=(r- 1)[57—‘;#’(“2'“’2)] @

where y is the ratio of specific heats, ¢, /c,. Additional equations are also used 10 define u, &, k, and ¢, in terms of
temperature for the fluid under consideration.

All of the equations have been nondimensionalized using appropriate normalizing conditions. Lengths have
been nondimensionalized by L,, velocities by u,, density by p,, lemperature by 7, viscosity by u,, thermal conduc-
tivity by k,, pressure and toal energy by p,u?, time by L, /u,, and gas constant and specific heat by u? /T,. The
reference Reynolds and Prandul numbers are thus defined as Re, = pou,L, [u, and Pr, = pu? [kT;.

Because the governing equations are written in Cariesian coordinates, they are not well suited for general
geometric configurations. For most applications a body-fitted coordinate sysiem is desired. This greatly simplifies
the application of boundary conditions and the bookkeeping in the numerical method used to solve the equations.
The equations are thus transformed from physical (x,y,f) coordinates 10 rectangular orthogonal computational
(£.n,1) coordinates. Equation (1) becomes

AR AR EEED ®

where

7-Q
Q“J

E = (B, +F¢, +Qé)
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F==(En,+Fn,+Qn,)

Ey= %(EV;J +Fy¢,)

l 1
Fy= T(Evﬂ. +Fyn,)

In these equations the derivatives £,, 7,, eic., are the metric scale coefficients for the generalized nonorthogonal
grid transformation. J is the Jacobian of the ransformation.

22 NUMERICAL METHOD

2.2.1 Time Differencing. The governing equations are solved by marching in time from some known set of initial
conditions using a finite difference technique. The time differencing scheme currently used is the generalized
method of Beam and Warming (1978). With this scheme, the time derivative term in equation (5) is writien as

“n ~p ~a-l
3Q _aQ __6 dAQ) 1 9Q 6 AQ _,,0[[9]_%—92]/_\1,(131)2] ()

9t At 1+6, ot 1+6, 97  1+6, Az

where AQ" = QM —6". The superscripts n and n + 1 denote the known and unknown time levels, respectively. By
choosing appropriate values for 6, and 6,, the solution procedure can be either first- or second-order accurate in
time.

Solving equation (5) for 86 /97, substituting the result into equation (6) for B(A()") /a7 and 86" /97, and multi-
plying by A7 yields

A6.=_01Ar[a(AéQ+a<Afr")]_ At [aﬁ:” aﬁ"]. 6,A7 [a(AéC) a(AiC)] At [aéc aﬁ:]

1+6,| o¢ an 1+6,| 9 an | 1+6,| 0¢  an | 1+6,| 3 * on
6 A= 1
+]+262AQ ’+0[[ol--2--92](m)2,(Ar)’} @

g.}& Linearization Procedure. Equation (7) is nonlinear, since, for example, AE"=E""' -E" and the unknown
E  is a nonlinear function of the dependent variables and of the metric coefficients resulting from the generalized
grid ransformation. The equations must therefore be linearized to be solved by the finite difference procedure. For
the inviscid 1erms, and for the non—cross-derivative viscous terms, this is done by expanding each nonlinear expres-
sion in a Taylor series in time about the known time level n. The cross-derivative viscous terms are simply lagged
(i.c., evaluated at the known time level » and treated as source terms.)

The linearized form of equation (7) may be written as
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At [aé air]' Ar {aév, 3Fy, ] (1+6)A7 [aév, 3Fy, ] 83A1 {ai:v, 3Fy, ]“"
+

“Tee; |0t "o | TTe6; | € om Teo;, | 9 ~ on | 1+62| ¥ * o
0,  ~a-
*5 +’92 AQ Y4 0[[9, - %- 92] (A1), (63— 6, XATY, (A‘r)’} (8)

where 9E /3Q and aF/ 3Q are the Jacobian coefficient matrices resulting from the lincarization of the convective
terms, and JEy, [9Q and oFy, /0Q are the Jacobian coefficient matrices resulting from the linearization of the
viscous lerms.

The boundary conditions are treated implicitly, and may be viewed simply as additional equations to be solved

by the ADI solution algorithm. In general, they also involve nonlinear functions of the dependent variables. They
are therefore linearized using the same procedure as for the governing equations.

2.2.3 Solution Procedure. The goveming equations, presented in linearized matrix form as equation (8), are
solved by an aliemating direction implicit (ADI) method. The form of the ADI splitting is the same as used by Bri-
ley and McDonald (1977), and by Beam and Warming (1978). Using approximate factorization, equation (8) can be
split into the following two-sweep sequence.

Sweep 1 (& direction)

L

~s  B)AT 9 aé " 6,At 9 aév‘ av AT aé ai‘ " AT aév‘ ai“vl "
8Q + 175, 3¢ Ha@] AQ}' 146, % || 2Q 8Q | =- 1+92[a¢ +aq] * 1+oz[ % | on

(1+8y)At ai::V, ai:v: " ;A1 aév2 al’:‘v3 a1 6, an-l
+ - + + AQ (9a)
146, a§ aﬂ 1+02 aé af] 1+6,
Sweep 2 (n direction)
an 6,801 3 [[aF | Aa] 6187 3 aky, | - e
AQ + 16, 7 [[36] AQ}— 146, a1 36 AQ | =AQ (9b)

These equations represent the two-sweep alternating direction implicit (ADI) algorithm used to advance the solution
from time levelnton+1. Q isthe intermediate solution.

Spatial derivatives in equations (9a3) and (9b) are approximated using second-order central difference formulas.
The resulting set of algebraic equations can be written in matrix form with a block tri-diagonal coefficient matrix.
They are solved using the block matrix version of the Thomas algorithm (c.g., see Anderson, Tannehill, and

Pletcher, 1984).

2.2.4 Artificial Viscosity. With the numerical algorithm described above, high frequency nonlincar instabilities
can appear as the solution develops. For example, in high Reynolds number flows oscillations can result from the
odd-even decoupling inherent in the use of second-order central differencing for the inviscid terms. In addition,
physical phenomena such as shock waves can cause instabilities when they are captured by the finite difference
algorithm. Artificial viscosity, or smoothing, is normally added 10 the solution algorithm to suppress these high
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frequency instabilities. Two artificial viscosity models are currently available in the- Proteus computer code — a
constant coefficient model used by Steger (1978), and the nonlinear coefficient model of Jameson, Schmidy, and
Turkel (1981). The implementation of these models in generalized nonorthogonal coordinates is described by Pul-
liam (1986).

The constant coefficient model uses a combination of explicit and implicit artificial viscosity. The standard
explicit smoothing uses fourth-order differences, and damps the high frequency nonlinear instabilities. Second-
order explicit smoothing, while not used by Steger or Pulliam, is also available in Proteus. It provides morc
smoothing than the fourth-order smoothing, but introduces a larger error, and is therefore not used as often. The
implicit smoothing is second order and is intended 10 extend the linear stability bound of the fourth-order explicit
smoothing.

The explicit anificial viscosity is implemented in the numerical algorithm by adding the following terms to the
right hand side of equation (9a) (i.c., the source term for the first ADI sweep.)

A DA
‘gj 2 (V,8,Q+7,4,Q)- %1 [(VCA‘)ZQ + (V,,A,,)’Q]

e and ef® are the second- and fourth-order explicit artificial viscosity coefficients. The symbols V and A are
backward and forward first difference operators.

The implicit artificial viscosity is implemented by adding the following terms to the left hand side of the equa-
tions specified.

g/AT ~® .

-3 [VgAc JAQ )] to equation (9a)
&A1 “n .

i [V,,A,,(JAQ )] 10 equation (9b)

The nonlinear coefficient artificial viscosily model is strictly explicit. Using the model as described by Pulliam
(1986), but in the current notation, the following terms are added to the right hand side of equation (9a).

J

v [-’5’- m+[%].- [s?)AgQ—eﬁ"AgngcQ]i +V, [-jl

The subscripts i and j denote grid indices in the £ and 7 directions. In the above expression, v is defined as

+[l] [e‘,,”A,,Q—eg‘)A,,v,,A,,Q]
j+ j

J

Vv=Vy.+¥,

where y, and v, are spectral radii defined by

- IUI+N§3+¢,§

Vs Y:
IVI+avn?+n?
vy = .
An

Here U and V are the contravariant velocities without metric normalization, defined by

U=§+8u+dyv
V=n+nu+ny

and a = YyRT, the speed of sound.
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The parameters ¢ and £ are the second- and fourth-order antificial viscosity coefficients. For the coefficients
of the £ direction differences,

[e?’] = x,Atmax(o;,. 04 g,.)
i

[,,.g)}‘_ - ma:{o, KeBT- [e?’] J

where

Pis1 = 2pi +Picy
Pis1 +2Pi 4 Pin

| |
o=\ |
| |

and x, and x, are constants. Similar formulas are used for the coefficients of the n direction differences. The
parameler o is a pressure gradient scaling parameter that increases the amount of second-order smoothing relative
to fourth-order smoothing near shock waves. The logic used o compute &9 switches off the fourth-order smooth-
ing when the second-order smoothing term is large.

23 TURBULENCE MODELS

Turbulence is modeled using either a generalized version of the Baldwin and Lomax (1978) algebraic eddy
viscosity model, or the Chien (1982) low Reynolds number k-¢ model.

2.3.1 Baldwin-Lomax Model. For wall-bounded flows, the Baldwin-Lomax turbulence model is a two-layer
model, with

(10)

{(ﬂl)imr for Ya Syb
My

- (I-‘()ouur for Ya>Ye

where y, is the normal distance from the wall, and y, is the smallest value of y, at which the values of 4, from the
inner and outer region formulas are equal. For free wrbulent flows, only the outer region value is used.

The outer region turbulent viscosity at a given g or n station is computed from

(#l)ouur = KCcppFKkawnhRer (1 ])
where K is the Clauser constant, taken as 0.0168, and C,, is a constant taken as 1.6.

The parameler F,, is computed from

YmarF maz for wall-bounded flows
C..Vi Ymar g free wrbulent flows
“F

where C,., is a constant taken as 0.25, and
Vag = 1Vl e~ 1V lmin

where Vs the total velocity vector.

The parameter F ., in equation (12) is the maximum value of
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y. 181 [l —ey /A ] for wall-bounded flows

F n) = (13)
o Ya Ial for free turbulent flows

and Y g, is the value of y, comesponding 10 F .

For wall-bounded flows, y, is the normal distance from the wall. For free turbulent flows, two values of Fp,
and Yn.. are computed — one using the location of |V |.a as the origin for y,, and one using the location of
|V| win- The origin giving the smaller value of ypg is the one finally used for computing y,, F gz 80d Yoa:-

In equation (13), Iﬁl is the magnitude of the total vorticity, defined for two-dimensional planar flow as
181 = 15 - =1 (14)
[ox 9y

The parameter A * is the Van Driest damping constant, taken as 26.0. The coordinate y* is defined as

wi £ ¥n Vr.p.Re,
y.=PF ¥y Re, = ::.,R " (15)

where u, = vz, /p.Re, is the friction velocity, 7 is the shear siress, and the subscript w indicates a wall value. In
Proteus, 1., is set equal to u,, (£2],,.

The function Fp,,, in equation (11) is the Klebanoff intermitiency factor. For free turbulent flows, F, = 1.

For wall-bounded flows,
Criesya 67-1
Froes = [1 +B[—“‘“l—] ] (16)

In equation (16), B and Cy,,, are constants taken as 5.5 and 0.3, reépecuvely.

The inner region turbulent viscosity in the Baldwin-Lomax model is
W inner = U218 | Re, (17)
where [ is the mixing length, given by
1=Ky, [1 -e /A ] 318)

and « is the Von Karman constant, taken as 0.4.

If both boundaries in a given coordinate direction are solid surfaces, the wrbulence model is applied separately
for each surface. An averaging procedure is used 10 combine the resulting two , profiles into one.

The wrbulent second coefficient of viscosity is simply defined as

2
A= _3"‘!

The wrbulent thermal conductivity coefficient is defined using Reynolds analogy as

where ¢, is the specific heat at constant pressure, and Pr, is the turbulent Prandtl number.
P pe
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2.3.2 Chien k-¢ Model. The low Reynolds number k-¢ formulation of Chien (1982) was chosen because of its rea-
sonable approximation of the near wall region and because of its numerical stability. Here k and ¢ are the turbulent
kinetic energy and the wrbulent dissipation rate, respectively.

In Cartesian coordinates, the two-dimensional planar equations for the Chien k-¢ model can be wrilien using
vector notation as

W oF dG
TR 3 =8+T _ 19

where



2 2 2 :2
olfa) (2 )] 2 (e, ) o, 2

ou  ov
Py=—+—
27 ox * oy
The turbulent viscosity is given by
k!
= Cpp ? (20)

C,=C, [1 -e“’"]

In the above equations, C,, C;,, C3. 04, 6, and C,,, are constants equal to 1.35, 1.8,0.0115, 1.0, 1.3, and 0.09,
respectively. The parameter y, is the minimum distance to the nearest solid surface, and y* is computed from y,.
In the above equations the mean flow properties have been nondimensionalized as described in Section 2.1. The
turbulent kinetic energy & and the turbulent dissipation rate & have been nondimensionalized by u? and p,u} [t
respectively.

After transforming from physical to rectangular orthogonal computational coordinates, equation (19) becomes

W F 3G gz -
37 +8§ n =8$+T 21

where

i“‘=i"‘c-§p°i“~

-1
Fe=—
<y

[éxpuk’r&,ka]
§.pue+ g pve

i‘p=

1 {uilE3+ ke
Re, |1(E2+EDe,

_l__l_ pk(éx'l; + Cy fl,)"y,
J RC, l‘:(::ﬂx*’f,ﬂ,)i.,

é=éc‘ép"éu

G.=1 n:puk + n,pvk
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The time differencing scheme and linearization procedure described previously for the mean flow equations are
also applied to equation (21). The mean flow variables are evaluated at the known time level n. This allows the k-¢
equations to be uncoupled from the mean flow equations and solved separately. Spatial derivatives are approxi-
mated using first-order upwind differences for the convective terms, and second-order central differences for the
viscous terms. In the two-dimensional Proteus code, the equations are solved by the same ADI procedure as the
mean flow equations. In the three-dimensional code, they are solved by a two-sweep LU procedure, as described by
Hoffmann (1989).

The wrbulent second coefficient of viscosity 4, and the wurbulent thermal conductivity coefficient k, are defined
as described in the previous section.

3. CODE FEATURES

In this section the basic characteristics and capabilities of the two- and three-dimensional Proteus codes are
summarized. For a much more detailed description, see Volumes 2 and 3 of the documentation (Towne, Schwab,
Benson, and Suresh, 1990).

3.1 ANALYSIS

The Proteus codes solve the unsteady compressible Navier-Stokes equations in either two or three dimensions.
The 2-D code can solve either the planar or axisymmetric form of the equations. Swirl is allowed in axisymmetric
flow. The 2-D planar equations and the 3-D equations are solved in fully conservative form. As subsets of these
equations, options are available to solve the Euler equations or the thin-layer Navier-Stokes equations. An option is
also available to eliminate the energy equation by assuming constant tolal enthalpy.

The equations are solved by marching in time using the generalized time differencing of Beam and Warming
(1978). The method may be either first- or second-order accurate in time, depending on the choice of time dif-
ferencing parameters. Second-order central differencing is used for all spatial derivatives. Nonlinear erms are
linearized using second-order Taylor scries expansions in time. The resulting difference equations are solved using
an alternating-direction implicit (ADI) technique, with Douglas-Gunn type splitting as writien by Briley and
McDonald (1977). The boundary conditions are also treated implicitly.

Artificial viscosity, or smoothing, is normally added to the solution algorithm 10 damp pre- and post-shock oscil-
lations in supersonic flow, and 10 prevent odd-even decoupling due to the use of central differences in convection-
dominated regions of the flow. Implicit smoothing and two types of explicit smoothing are available in Proteus.
The implicit smoothing is second order with constant coefficients. For the explicit smoothing the user may choose a
constant coefficient second- and/or fourth-order model (Steger, 1978), or a nonlincar coefficient mixed second- and
fourth-order model (Jameson, Schmidt, and Turkel, 1981). The nonlinear coefficient model was designed
specifically for flow with shock waves.

The equations are fully coupled, leading to a system of equations with a block tridiagonal coefficient matrix that
can be solved using the block matrix version of the Thomas algorithm. Because this algorithm is recursive, the
source code cannot be vectorized in the ADI sweep direction. However, it is vectorized in the non-sweep direction,
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leading to an efficient implementation of the algorithm.
32 GEOMETRY AND GRID SYSTEM

The equations solved in Proteus were originally written in a Cartesian coordinate sysiem, then transformed into
a general nonorthogonal computational coordinate system. The code is therefore not limited to any particular type
of geometry or coordinate system. The only requirement is that body-fitted coordinates must be used. In general,
the computational coordinate system for a particular geometry must be created by a separaie coordinate generation
code and stored in an unformatied file that Proreus can read. However, simple Cartesian and polar coordinate sys-
tems are built in.

The equations are solved at grid points that form a computational mesh within this computational coordinate
system. The number of grid points in each direction in the computational mesh is specified by the user. The loca-
tion of these grid points can be varied by packing them at either or both boundaries in any coordinate direction. The
transformation metrics and Jacobian are computed using finite differences in a manner consisient with the differenc-
ing of the govemning equations.

3.3 FLOW AND REFERENCE CONDITIONS

As stated earlier, the equations solved by Proteus are for compressible flow. Incompressible conditions can be
simulated by running at a Mach number of around 0.1. Lower Mach numbers may lead to numerical problems. The
flow can be laminar or turbulent. The gas constant R is specified by the user, with the value for air as the default.
The specific heats ¢, and c,, the molecular viscosity 4, and the thermal conductivity k can be treated as constants or
as functions of temperature. The empirical formulas used to relate these properties to temperature are contained in a
separate subroutine, and can easily be modified if necessary. The perfect gas equation of state is used to relate pres-
sure, density, and temperature. This equation is also contained in a separate subroutine, which could be easily
modified if necessary. All equations and variables in the program are nondimensionalized by normalizing values
derived from reference conditions specified by the user, with values for sea level air as the default.

3.4 BOUNDARY CONDITIONS

The easiest way to specify boundary conditions in Proteus is by specifying the type of boundary (e.g., no-slip
adiabatic wall, subsonic inflow, periodic, etc.). The program will then select an appropriate set of conditions for that
boundary. For many applications this method should be sufficient. If necessary, however, the user may instead set
the individual boundary conditions on any or all of the computational boundaries.

A variety of individual boundary conditions are built into the Proreus code, including: (1) specified values
and/or gradients of Cartesian velocities u, v, and w, normal and tangential velocities V, and V,, pressure p, tempera-
ture T, and density p; (2) specified values of 1otal pressure pr, total temperature 77, and flow angle; and (3) linear
extrapolation. Another useful boundary condition is a "no change from initial condition” option foru, v, w, p, T, p,
pr. andfor Tr. Provision is also made for user-written boundary conditions. Specified gradient boundary conditions
may be in the direction of the coordinate line imersecting the boundary or nomal (o the boundary, and may be com-
puted using two-point or three-point difference formulas. For all of these conditions, the same type and value may
be applied over the entire boundary surface, or a point-by-point distribution may be specified. Unsteady and time-
periodic boundary conditions are allowed when applied over the entire boundary.

3.5 INITIAL CONDITIONS

Initial conditions are required throughout the flow field to start the time marching procedure. For unsteady flows
they should represent a real flow field. A converged steady-state solution from a previous run would be a good
choice. For steady flows, the ideal initial conditions would represent a real flow field that is close 10 the expected
final solution.

The best choice for initial conditions, therefore, will vary from problem to problem. For this reason Proteus
does not include a general-purpose routine for setting up initial conditions. The user must supply a subroutine,
called INTT, that sets up the initial starting conditions for the time marching procedure. A version of INIT is, how-
ever, built into Proteus that specifies uniform flow with constant flow properties everywhere in the flow field. These
conditions, of course, do represent a solution to the goveming equations, and for many problems may help minimize
starting transients in the time marching procedure. However, realistic initial conditions that are closer 1o the
expected final solution should lead to quicker convergence.
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3.6 TIME STEP SELECTION "

Several different options are available for choosing the time siep AT, and for modifying it as the solution
proceeds. Az may be specified directly, or through a value of the Courant-Friedrichs-Lewy (CFL) number. When
specifying a CFL number, the time step may be either global (i.c., constant in space) based on the minimum CFL
limit, or local (.., varying in space) based on the local CFL limit. For unsteady time-accurate flows global values
should be used, but for steady flows using local values may lead to faster convergence. Options are available 10
increase or decrease At as the solution proceeds based on the change in the dependent variables. An option is also
available to cycle At between two values in a logarithmic progression over 8 specified number of time steps.

3.7 CONVERGENCE

Five options are currendy available for determining convergence. The user specifies a convergence criterion £
for each of the governing equations. Then, depending on the option chosen, convergence is based on: (1) the abso-
lute value of the maximum change in the conservation variables AQum OVer 8 single time step; (2) the absolute
value of the maximum change AQ.,, averaged over a specified number of time sieps; (3) the L, norm of the resi-
dual for each equation; (4) the average residual for each equation; or (5) the maximum residual for each equation.

It should be noted, however, that convergence is in the eye of the beholder. The amount of decrease in the resi-
dual necessary for convergence will vary from problem 1o problem. For some problems, it may be more appropriate
to measure convergence by some flow-related parameter, such as the lift coefficient for an airfoil. Determining
when a solution is sufficiently converged is, in some respects, 2 skill best acquired through experience.

3.8 INPUT/OUTPUT

Input to Proteus is through a series of namelists and, in general, an unformatted file containing the computa-
tional coordinate system. All of the input parameters have default values and only need to be specified by the user if
a different value is desired. Reference conditions may be specified in either English or S1 units. A restart option is
also available, in which the computational mesh and the initial flow field are read from unformatted restart files
created during an earlier run.

The standard printed output available in Proteus includes an echo of the input, boundary conditions, normalizing
and reference conditions, the computed flow ficld, and convergence information. The user controls exactly which
flow field parameters are printed, and at which time levels and grid points. Several debug options are also available
for detailed printout in various parts of the program.

In addition 1o the printed output, several unformatted files can be written for various purposes. The first is an
auxiliary file used for post-processing, usually called a plot file, that can be written at convergence or after the last
time step if the solution docs not converge. Plot files can be written for the NASA Lewis plotting program CON-
TOUR or the NASA Ames plotting program PLOT3D. 1f PLOT3D is 10 be used, iwo unformatied files are created,
an xyz file containing the computational mesh and a g file containing the computed flow field. Another unformatted
file wrilten by Proteus contains detailed convergence information. This file is automatically incremented each time
the solution is checked for convergence, and is used to generate the convergence history printout and with Lewis-
developed post-processing plotiing routines. And finally, two unformaued files may be written at the end of a calcu-
lation that may be used to restart the calculation in a later run. One of these contains the computational mesh, and
the other the computed flow field.

39 TURBULENCE MODELS

. For wrbulent flow, Proteus solves the Reynolds time-averaged Navier-Stokes equations, with turbulence
modeled using either the Baldwin and Lomax (1978) algebraic eddy-viscosity model or the Chien (1982) two-
equation model.

39.1 Baldwin-Lomax Model. The Baldwin-Lomax model may be applied 1o either wall-bounded flows or to free
turbulent flows. For wall-bounded flows, the model is a two-layer model. For flows in which more than one boun-
dary is a solid surface, averaging procedures are used lo determine a single u, profile. The turbulent thermal con-
ductivity coefficient k, is computed using Reynolds analogy.

3.9.2 Chien k- Model. With the Chien two-equation model, partial differential equations are solved for the tur-
bulent kinetic energy k and the turbulent dissipation rate ¢. These equations are lagged in time and solved
separately from the mean flow equations. In the 2-D Proteus code, the equations are solved using the same solution
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algorithm as for the mean flow equations, except that spatial derivatives for the conveclive terms are approximated
using first-order upwind differencing. In the 3-D code, they are solved by a two-sweep LU procedure, as described
by Hoffmann (1989). .

Since the Chien two-equation model is a low Reynolds number formulation, the k-£ equations are solved in the
near-wall region. No additional approximations are needed. Boundary conditions that may be used include: (1) no
change from initial or restart conditions for k and ¢; (2) specified values and/or gradients of k and ¢; and (3) linear
extrapolation. Specified gradient boundary conditions are in the direction of the coordinate line intersecting the
boundary, and may be computed using two-point or three-point difference formulas. For all of these conditions, the
same type and value may be applied over the entire boundary surface, or a point-by-point distribution may be
specified. Spatially periodic boundary conditions for k and &£ may also be used. Unsteady boundary conditions are
not available for the k-¢ equations. However, unsteady flows can still be computed with the Chien model using the
unsteady boundary condition option for the mean flow quantities and appropriate boundary conditions for k and ¢,
such as specified gradients or linear extrapolation.

Initial conditions for k and £ are required throughout the flow field to stan the time marching procedure. The
best choice for initial conditions will vary from problem to problem, and the user may supply a subroutine, called
KEINIT, that sets up the initial values of k and ¢ for the time marching procedure. A version of KEINIT is built
into Proteus that compules the initial values from a mean initial or restart flow field based on the assumption of local
equilibrium (i.e., production equals dissipation.) Variations of that scheme have been found to be useful in comput-
ing initial k and ¢ values for a variety of turbulent flows.

The time step used in the solution of the k-¢ equations is normally the same as the time step used for the mean
flow equations. However, the user can alier the time siep, making it larger or smaller than the time step for the
mean flow equations, by specifying a multiplication factor. The user can also specify the number of k-¢ iterations
per mean flow iteration.

4. VERIFICATION CASES

Throughout the Proteus development effort, verification of the code has been emphasized. A variety of cases
have been run, and the computed results have been compared with both experimental data and exact solutions.
Some cases are included in Volume 2 of the Proteus documentation (Towne, Schwab, Benson, and Suresh, 1990).
Other cases have been reported by Conley and Zeman (1991), Saunders and Keith (1991), and Bui (1992).

Three cases are presented in this paper — flow pasi a circular cylinder, flow through a transonic diffuser, and
flow through a square—cross-sectioned S-duct.

4.1 FLOW PAST A CIRCULAR CYLINDER

In this test case, steady flow past a two-dimensional circular cylinder was investigated. Both Euler and laminar
viscous flow were computed.

4.1.1 Reference Conditions. In order o allow comparison of the Proteus results with incompressible experimental
data and with potential flow results, this case was run with a low reference Mach number of 0.2. The cylinder
radius was used as the reference length, and was set equal 10 1 ft. Standard sea level conditions of 519 °R and
0.07645 1b,, /ft> were used for the reference temperature and density. The Reynolds number based on cylinder
diameter was 40, maiching the experimental value.

4.12 Computational Coordinates. For this problem a polar computational coordinate sysiem was the obvious
choice. The radial coordinate r varied from 1 at the cylinder surface to 30 at the outer boundary. Since the flow is
symmetric, only the top half of the flow field was computed. The circumferential coordinate 6 thus varied from 0°
at the cylinder leading edge to 180° at the trailing edge. For the Euler flow case, a 21 (circumferential) x 51 (radia)
mesh was used, with the radial grid packed moderately tightly near the cylinder surface. For the viscous flow case,
8 51x51 mesh was used, with the radial grid packed more tightly near the cylinder surface.

4.1.3 Initial Conditions. Constant stagnation enthalpy was assumed, so only three initial conditions were required.
For the Euler flow case, uniform flow withu =1, v =0, and p = 1 was used.

For the viscous flow case, the exact polential flow solution was used to set the initial conditions at all the non-
wall points. Thus, with nondimensional free stream conditions of p. =u. =T.=p. =1, the initial conditions
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were

u=1- -!;cos(28)
r

v = - 2sin(26)
r

_ 1 pu(u?+v?)
p=Pn--3" g

where

2
1 Pulie

At the cylinder surface, the inital velocities u and v were set equal to zero, and the pressure p was sel equal 10 the
pressure al the grid point adjacent to the surface. Thus, with two-point one-sided differencing, op/on=0 at the
surface.

4.1.4 Boundary Conditions. Again, since we assumed constant stagnation enthalpy, only three boundary condi-
tions were required at each computational boundary. For the Euler flow case, symmetry conditions were used along
the symmetry line ahead of and behind the cylinder. Al the cylinder surface, the radial velocity and the radial gra-
dient of the circumferential velocity were set equal to zero. The radial gradient of pressure was computed from the

polar coordinate form of the incompressible radial momentum equation written at the wall. The equation is (Hughes
and Gaylord, 1964)

dv, pvod Ve _ 3

pv,;—+ r 06 P or
where v, and v, are the radial and circumferential velocities, respectively. Atthe cylinder surface, v, = 0. Thus,

2 2,2
op._ Yo _ u+v
or pr P r

And finally, at the outer boundary the free sream conditions were specified as boundary conditions.

For the viscous flow case, symmetry conditions were again used along the symmetry line ahead of and behind
the cylinder. At the cylinder surface, no-slip conditions were used for the velocity, and the radial pressure gradient
was set equal to zero. The outer boundary was split into an inlet region and wake region. The split was made,
somewhat arbitrarily, at 6 = 135°. In the inlet region, the boundary values of u, v, and p were kept at their initial
values, which were the potential flow values. In the wake region, the boundary values of p were kept at their initial
values, and the radial gradients of u and v were set equal to zero.

4.1.5 Numerics. Both the Euler and viscous flow cases were run using a spatially varying time step, with a local
CFL number of 10. The constant coefficient artificial viscosity model was used, with ;= 2and ef? = 1.

The Euler flow case converged in 210 time steps, and the viscous flow case converged in 360 time steps. The
convergence criterion for both cases was that the L , norm of the residual for each equation drop below 0.001.

2. Note that the nondimensional gas constant R appears in these equations. This is because, in the Profews input and output, the pressure is
nondimensionalized by p,RT,. Intemal to the code, pressure is nondimensionalized by p,u?, as described in Section 2.1.
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4.1.6 Computed Results. In Figure 1 the computed static pressure coefficient, defined as (p - p,) / (ot [28,) is
plotied as a function of € for both the Euler and viscous flow cases. Also shown are the experimental data of Grove,
Shair, Petersen, and Acrivos (1964), and the exact solution for potential flow. The Proteus results agree well with
the data for the viscous flow case, and with the exact potential flow solution for the Euler flow case.
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Figure 1. Pressure coefficient for flow past a circular cylinder.

4.2 TRANSONIC DIFFUSER FLOW

180

In this test case, two-dimensional transonic turbulent flow was computed in a converging-diverging duct. Tur-
bulence was modeled using the Baldwin-Lomax model. The flow entered the duct subsonically, accelerated through
the throat to supersonic speed, then decelerated through a normal shock and exited the duct subsonically. The com-

putational domain is shown in Figure 2.
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Figure 2. Computational domain for transonic diffuser flow.

X

4.2.1 Reference Conditions. The throat height of 0.14435 fi. was used as the reference length L,. The reference
velocity u, was 100 fysec. The reference temperature and density were 525.602 °R and 0.1005 Ib, / fi®, respec-
tively. These values match the inlet total temperature and total pressure used in other numerical simulations of this
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flow (Hsich, Bogar, and Coakley, 1987). -

4.2.2 Computational Coordinates. The x coordinate for this duct runs from —4.04 to +8.65. The Cartesian coordi-
nates of the botiom wall are simply y = 0 for all x. For the top wall, the y coordinate is given by (Bogar, Sajben, and
Kroutil, 1983)

14144 for x £-2.598
y ={acosh{ /(a-1+cosh{) for-2.598 <x<7.216
1.5 forx27.216
where the parameter { is defined as

_Ci a1 +Cox [x)°
(-x/x)*

The various constants used in the formula for the top wall height in the converging (-2.598 <x <0) and diverging
(0 Sx £7.216) parts of the duct are given in the following table.

Constant  Converging  Diverging

a 14114 15
x, -2.598 7216
C, 0.81 2.25
C, 1.0 0.0
Cs 0.5 0.0
C. 0.6 0.0

A body-fitted coordinate system was generated for the duct, with 81 points in the x direction and 51 points in the
y direction. The coordinate system is shown in Figure 2. For clarity, the grid points are thinned by factors of 2 and
10 in the x and y directions, respectively. Note that for good resolution of the flow near the normal shock, the grid
defining the computational coordinate sysiem is denser in the x direction in the region just downstream of the throat.
In the y direction, the actual computational mesh was tightly packed near both walls 10 resolve the turbulent boun-
dary layers.
4.23 Initial Conditions. The initial conditions were simply zero velocity and constant pressure and iemperature.
Thus, u = v =0and p = T = 1 everywhere in the fiow field.

4.2.4 Boundary Conditions. This calculation was performed in three separate runs. In the first run, the exit static
pressure was gradually lowered 10 a value low enough Lo establish supersonic flow throughout the diverging portion
of the duct. The pressure was lowered as follows:

0.99 for 1<n<100
p(1) =4-2.1405x1077n + 1.20405  for 101sn < 500
0.1338 for 501 <n <3001

where n is the time level. The equation for p for 101 S <500 is simply a linear interpolation between p = 0.99 and
p =0.1338. In the second run, the exit pressure was gradually raised to a value consistent with the formation of a
normal shock just downstream of the throat. Thus,

()= 3.4327x10n -0.89636  for 3001 <n <5000
P=1082 for 5001 < n <6001

Again, the equation for p for 3001 <n < 5000 is simply a linear interpolation between p = 0.1338 and p=0382. In
the third run, the exit pressure was kept constant at 0.82 for 6001 <n < 9000.

147



s

The remaining boundary conditions were the same for all runs. At the inlet, the to1al pressure and total tempera-
ture were set equal to 1, and the y-velocity and the normal gradient of the x-velocity were both set equal to zero. At
the exit, the normal gradients of temperature and both velocity components were scl equal 10 zero. At both walls,
no-slip adiabatic conditions were used, and the normal pressure gradient was sel equal o zero.

4.2.5 Numerics. The case was run using a spatially varying time step. The local CFL number was 0.5 for the first
two runs, and 5.0 for the third run. The nonlinear coefficient artificial viscosity model was used. For the first two
runs, the coefficients £ and £ were 0.1 and 0.005, respectively. For the third run, £ was lowered to 0.0004.

The convergence criterion was that the absolute value of the maximum change in the conservation variables
AQum be Iess than 1078, At the end of the third run, the solution had not yet converged 1o this level. However,
close examination of several parameters near the end of the calculation indicates that the solution is no longer
changing appreciably with time, but oscillates slightly about some mean steady level. This type of result appears o
be fairly common, especially for flows with shock waves. The reason is not entirely clear, but may be related ©
inadequate mesh resolution, discontinuities in metric information, etc. For this particular case, the cause may also
be inherent unsteadiness in the flow. The experimental data for this duct show a self-sustained oscillation of the
normal shock at Mach numbers greater than about 1.3 (Bogar, Sajben, and Kroutil, 1983).

4.2.6 Computed Results. The computed flow field is shown in Figure 3 in the form of constant Mach number con-
tours.

Figure 3. Computed Mach number contours for transonic diffuser flow.

The flow enters the duct at about M = 0.46, accelerates to just under M = 1.3 slightly downstream of the throat,
shocks down 1o about M = 0.78, then decelerates and leaves the duct at about M = 0.51. The normal shock in the
throat region and the growing boundary layers in the diverging section can be seen clearly. Because this is a shock
capturing analysis, the normal shock is smeared in the streamwise direction.

The computed distribution of the static pressure ratio along the top and bottom walls is compared with experi-
mental data (Hsieh, Wardlaw, Collins, and Coakley, 1987) in Figure 4. The static pressure ratio is here defined as
p / (pr)o. where (pr)o is the inlet core total pressure.
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Figure 4. Computed and experimental static pressure distribution for ransonic diffuser flow.

The computed results generally agree well with the experimental data, including the jump conditions across the
normal shock. The predicted shock position, however, is slightly downstream of the experimentally measured posi-
tion. The pressure change, of course, is also smeared over a finite distance. There is also some disagreement
between analysis and experiment along the top wall near the inlet. This may be due to rapid changes in the wall
contour in this region without sufficient mesh resolution.

4.3 TURBULENT S-DUCT FLOW

In this test case, threc-dimensional wrbulent flow in an S-duct was computed using first the Baldwin-Lomax
algebraic turbulence model and then the Chien k-¢ turbulence model. The S-duct consisted of two 22.5° bends with
a constant area square cross section. The geometry and experimental data were obtained from a test conducted by
Taylor, Whitelaw, and Yianneskis (1982).

4.3.1 Reference Conditions. The default standard sea level conditions for air of 519 °R and 0.07645 by, /f® were
used for the reference temperature and density. The specific heat ratio y, was set to 1.4. Since the experiment was
incompressible, the reference Mach number M, was set equal to 0.2 to minimize compressibility effects and, at the
same time, achieve a reasonable convergence rate with the Proteus code. In the experiment, the Reynolds number
based on the bulk velocity and the hydraulic diameter was 40,000. This value was therefore used as the reference
Reynolds number Re, in the calculation. The reference length L, was set equal to 0.028658 ft. This value was com-
puted from the definition of Re,, where M, and Sutherland’s law were used 1o cOmpute i, and u,, respectively.

432 Computational Coordinates. Figure 5 illustrates the computational grid for the S-duct, created using the
GRIDGEN codes (Steinbrenner, Chawner, and Fouts, 1991). For clarity, the grid is shown only on three of the
computational boundaries, and the points have been thinned by a factor of two in each direction. The boundary
grids were first created using the GRIDGEN 2D program. The 3-D volumetric grid was then generated from the
boundary grids using GRIDGEN 3D.
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Figure 5. S-duct computational grid.

The computational grid extended from 7.5 hydraulic diameters upstream of the start of the first bend, 10 7.5
hydraulic diameters downstream of the end of the second bend. The grid consisted of 81 x 31 x 61 points in the &, 7,
and ¢ directions, respectively. Since the S-duct is symmetric with respect to the n = 1 plane, only half of the duct
was computed. To resolve the viscous layers, grid points were tightly packed near the solid walls using the default
packing option in GRIDGEN 2D. At the grid point nearest the wall, the value of y * was about 0.5.

'4.33 Initial Conditions. The computations were done in two separate major sieps: a calculation using the

Baldwin-Lomax turbulence model and a calculation using the Chien k-£ model. To start the Baldwin-Lomax calcu-
lations, the default initial profiles specified in subroutine INIT were used. Thus, the stalic pressure p was sel equal
10 1.0, and the velocity components u, v, and w were set equal to 0.0 everywhere in the duct. To start the Chien k-£
calculations, the initial values of u, v, w, p, and the wrbulent viscosity y, were obtained from the Baldwin-Lomax
solution. The initial values of k and ¢ were obtained using the default KEINIT subroutine in Proteus.

4.3.4 Boundary Conditions. For both calculations, constant stagnation enthalpy was assumed, eliminating the
need for solving the energy equation. Therefore, only four boundary conditions were required for the mean flow at
each computational boundary. In addition, for the Chien calculation, boundary conditions were required for k and £
at each computational boundary.

For the Baldwin-Lomax calculation, at the duct inlet the total pressure was specified as 1.02828, the gradient of
u was set equal to zero, and the velocities v-and w were set equal 1o zero. The inlet total pressure was calculated
from the freestream static pressure and the reference Mach number using isentropic relations. At the duct exit, the
static pressure was specified as 0.98416, and the gradients of 4, v, and w were set equal to zero. The exit static pres-
sure was found by trial and error in order 10 maich the experimental mass flow rate. At the walls of the duct no-slip
conditions were used for the velocities, and the normal pressure gradient was sel (0 zero. Symmetry conditions
were used in the symmetry plane.

For the Chien calculation, the boundary conditions for the mean flow were the same as for the Baldwin-Lomax
calculation, with one exception. At the duct exit, the value of the static pressure was changed slightly, from 0.98416
10 0.98474, again in order to match the experimental mass flow rate. For the k-¢ equations, at the upstream boun-
dary the gradients of the turbulent kinetic energy k and the turbulent dissipation raic £ were set equal to zero for the
first 20 time steps. After that time, the values of k and £ were kept constant. At the downstream boundary, the gra-
dients of k and ¢ were set equal 1o zero. No-slip conditions were used at the solid boundaries, and symmetry condi-
tions were used at the symmetry boundary.

4.3.5 Numerics. Both the Baldwin-Lomax and Chien calculations were run using a spatially varying time step.
Since the flow field for the Baldwin-Lomax calculation was impulsively staried from zero velocity everywhere,
large CFL numbers specified at the very beginning of the caiculation might result in an unphysical flow field and
cause the calculation to blow up. Therefore, the calculations were run with a CFL number of 1 for the first 100
iterations, S for the next 200 iterations, and 10 for the remaining iterations. A total of 4,000 iterations was used for
the Baldwin-Lomax calculation.
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For the Chien case, a small CFL number was again used at the beginning of the.calculation. The calculations
were run with a CFL number of 1 for the first 120 iterations, 5 for the next 500 iterations, and 10 for the remaining
iterations. A total of 2,520 iterations was used for the Chien calculation.

The constant coefficient artificial viscosity model was used for both cases, with ¢; =2 and e =1

The convergence criterion was that the average residual for each equation be less than 10°%. However, both cal-
culations were stopped before reaching this level of convergence when examination of several flow-related parame-
ters indicated that the solution was no longer changing appreciably with time. The average residual at the end of the
Baldwin-Lomax calculation ranged from 10-? for the x-momentum equation to 3x10” 5 for the continuity equation.
For the Chien calculation the values were 3x107* for the x-momentum equation and 5x107¢ for the continuily equa-
tion. For both cases the residuals were continuing to drop when the calculations were stopped.

43.6 Computed Results. In Figure 6, the computed flow field from the Chien calculation is shown in the form of
total pressure contours at five stations through the duct. (The upstream and downstream straight sections ar¢ not
shown.) As the flow enters the first bend, the boundary layer at the bottom of the duct initially thickens due t0 the
locally adverse pressure gradient in that region. In an S-duct, the high pressure at the outside (bottom) of the first
bend drives the low energy boundary layer toward the inside (top) of the bend, while the core flow responds to cen-
trifugal effects and moves toward the outside (bottom) of the bend. The result is a pair of counter-rotating secon-
dary flow vortices in the upper half of the cross-section. These secondary flows cause a significant amount of flow
distortion, as shown by the total pressure conlours.

In the second bend, the direction of the cross-flow pressure gradients reverses, making the pressure higher in the
upper half of the cross-section. However, the flow enters the second bend with a vortex patiern already established.
The net effect is to tighten and concentrate the existing vortices near the 10p of the duct, in agreement with classical

secondary flow theory. The resulting horseshoe-shaped distortion patiern at the exit of the second bend is typical of
S-duct flows.

Figure 6. Computed total pressure contours for rbulent S-duct flow.

In Figure 7, the calculated wall pressure distribution is compared with the experimental data of Taylor, Whi-
telaw, and Yianneskis (1982). The agreement is very good. Both turbulence models correctly predicted the pres-
sure trend and the pressure loss along the duct. The r and z coordinates noted in the legend are the same as those
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defined by Taylor, Whitelaw, and Yianneskis.
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Figure 7. Computed surface static pressure distribution for trbulent S-duct flow.

In Figure 8, the experimental and computed velocity profiles in the symmetry plane are shown for the five
streamwise stations that were surveyed in the experiment. These survey stations are at the same locations as the
total pressure contours shown in Figure 6. The agreement between computation and experiment is excellent for
both turbulence models. The asymmetry in the velocity profiles due to the pressure induced secondary motion is

correctly predicied.
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Figure 8. Computed streamwise velocity profiles for turbulent S-duct flow.

5. CONCLUDING REMARKS

The Proteus two- and three-dimensional Navier-Stokes codes recently developed at NASA Lewis have been
described, and results have been presented from some of the validation cases. Version 1.0 of the two-dimensional
code was released in late 1989 (Towne, Schwab, Benson, and Suresh, 1990), and version 2.0 was released in late
1991. Version 1.0 of the three-dimensional code was released in carly 1992. Documentation for version 2.0 of the
two-dimensional code and for version 1.0 of the three-dimensional code is available, but has not yet been formally

published.

Current development work on the Proteus codes is being done 10 add a multiple-zone grid capability, a mulu-
grid convergence acceleration capability, and additional turbulence modeling options.

A wide variety of validation cases have been run, including: (1) several simplified flows for which exact
Navier-Stokes solutions exist; (2) laminar and trbulent flat plate boundary layer flows; (3) two- and three-
dimensional driven cavity flows; (4) flows with normal and oblique shock waves; (5) steady and unsteady flows past
a cylinder; (6) developing Jaminar and twrbulent flows in channels, pipes, and rectangular ducts; (7) steady and
unsteady flows in a transonic diffuser; (8) flows in curved and S-shaped ducts; and (9) wrbulent flow on a flat plaie
with a glancing shock wave. Current and future validation cases will emphasize three-dimensional duct flows and
flows with heat transfer.
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SUMMARY

This paper illustrates how the use of a general analysis package can simplify modeling
and analyzing fluid/mechanical systems. One such package is EASYS, a Boeing Computer
Services product. The basic transmission line equations for modeling piped fluid systems
are presented, as well as methods of incorporating these equations into the EASYS
environment. The paper describes how this analysis tool has been used to model several

fluid subsystems of the Space Shuttle Orbiter.
INTRODUCTION

Modeling complex fluid/mechanical systems can involve difficultics beyond describing
the system numerically. Not only does the task involve coding of the actual equations, the
analyst is also faced with numerical integration of those equations, discretization of the
system, and post-processing of the results. Thus, there exists a need for a tool which
combines these processes into a single package. Boeing Computer Services EASYS
analysis program has been found to be one such tool which can be used to effectively
model fluid/mechanical systems. With the advent of fast workstations based on RISC

chips, graphically interfaced analysis programs for system analysis are highly efficient.

Modeling using EASYS5 can be done in a finitc-clement type manner using modular
subroutines. The user defines the behavior of a single element within the system (such as
pipe flow or a spring-mass system) using the appropriate user-supplied equations and then
discretizes the system as a combination of these clements, similar to other finite-clement
method routines. The features of this code benefit the user by providing nonlinear and
linear analysis capability. Nonlinear time-domain simulations can be run using one of
several different integration methods. This package also has the ability to linearize the
system to provide transfer function, root locus, cigenvalue, as well as other types of
analysis. Also contained within EASYS is a plotting routine which can provide plots of
results for the different types of analysis.

While any of the systems that could be modeled using EASYS could also be modeled
using FORTRAN, this type of software represents a convenient combination of many of
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the tools which the analyst requires and significantly reduces time required to develop a
new system simulation.

Write Governing Select Best Integration
= Equations = Routine

:2:_. & Verify Runs Discretize System

s 1 | l

Plot Results & Run Model

Figure 1. Flow chart of EASY5 modeling process.

THEORY

Most fluid/mechanical systems can be classified into subsets of similar components:
pipe flow, pipe intersections (tees and crosses), orifices, volumes, and spring-mass
systems. If the modeler has subroutines de ing these components, they can be combined
to represent complicated systems.

The basic building blocks for the fluid flow subroutines, or macros in EASYS
terminology, are the transmission line equations (ref. 1). The equations are listed below
(see Figure 2 for notation).

Lm; = P; - Py - ReImjlm; M

Ci.Pi=l.ni,1-l-ni; i=1.N (2)
where:
L = inertance of the ith fluid clement,

C, = capacitance of the ith fluid clement,

fni = mass flow into the i+1 element,

P; = pressurc at the center of the ith fluid element
Rg = resistance,
N = total number of fluid elements used to model a line scgment
For a uniform line modeled with equal-length elements, the inertance, capacitance,
flow resistance and temperature equations arc the same for all elements and are given by
(assuming one-dimensional flow and isentropic behavior):

L
1 =3 3)
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where:
L = fluid element length
A = flow area
y = polytropic process exponent
T = temperature
R = g:: constant
f = friction factor (pipe flow)

D = line internal diameter
L, = equivalent length for minor losses

Equations 3, 4,and 5 specify the flow parameters for gas systems. These parameters
can also be expressed for a liquid system by using the bulk modulus and density of the

fluid.
L —> K_/\
| § ]
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Figure 2. Typical discretization of a fluid line scgment

The standard transmission line equations can be modified to handie flow through tees
and crosses by using additional flow equations. Volumes of changing size can be modeled
using Equation 7, which assumes an isentropic process.

P = ¥mRT - PVWV )

The mass flow rate through an orifice is given by the familiar relationship (ref. 2)
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denote pressure/temperature upstream and downstream, respectively. A valve can be
modeled using a variable area orifice. To approximate the opening of the valve, it has been
found that varying the area using a hyperbolic tangent function yields the best results.

However, any type of continuous or discrete function could be used as long as the rates of
change within the model do not become too large for the integration step size.

Because EASYS5 requires systems of first order differential equations, spring-mass
systems are modeled by breaking the system's second order differential equations into first
order equations. For example, the govemning differential equation for a spring-mass-
damper system,

x = -(cx + kx - F(t))/m )
may be replaced by the following two first-order equations:
v =-(cv + kx - F(t))/m (10)
X=v (11)
APPLICATION

An EASYS5 macro is very similar to a FORTRAN subroutine. The macro contains the
code required to describe the behavior of a single model clement, €.g., 8 transmission line
clement, spring-mass combination, etc. The parameters which define the physical
characteristics of the element are inputs to the macro, as are the boundary conditions for
that element as calculated by an adjacent element. The outputs of the macro are the values
calculated using the code within the macro and the specified inputs. A model is then built
by linking a series of macros together using their inputs and outputs.

For example, consider the three element section of a model shown in Figure 3. An
acoustic line is being modeled using a macro named TR’ (EASY5 macro names consist of
2 characters). The acoustic line macro is a combination of the pressure/flow differential
equations, isentropic emperature relationship, and a curve fit of the Moody diagram. The
macro first calculates the current temperature assuming an isentropic . Next, the
macro uses a logic block to determine which way flow is moving. the flow direction
is determined, the friction factor is calculated using the Reynold’s Number and the
equations describing the Moody diagram. The flow and pressure derivatives are then
calculated and integrated. These outputs are then used as inputs to other elements.
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Figure 3. Acoustic Line Connection and a Simple Three Element Model

When modeling an acoustic line, the line is broken up into a series of elements. The
length of each element is based on the highest frequency of interest and the length of the
line. The usual FEM rules regarding the minimum and maximum number of clements in a
line apply to this type of modeling. An acoustic line macro is used for each element. The
pressure derivative is based on the flow out of the previous element and the flow out of the

A long length of line can require an excessive number of transmission line elements.
In order to minimize the effort required to build the model, a multiple element transmission
line macro was dcvclog::l. The code internal to the macro is set \x in an array format. The
user ifies the number of sub-clements to be contained within the element, ranging from
1 fm . This development greatly reduces the amount of time required to develop a model
of a system.

The time step used for nonlinear time-domain simulations varies depending on the
nature of the model. The optimum time step is found throu an iteradve process for fixed
time step integrators, while variable time step integration schemes have logic for adjusting
integration time step to maintain solution accuracy with the largest lc time step.
Too large of a time step results in numerical error duc to large rates of change. Too small
of a time Step can CaUSe eXcess round-off error. The optimum time step for fixed step
solutions has been found to be one which, when reduced, gives results identical to those of
the previous step size. The recurrence formula for the wave equations must be considered
when choosing a time step size. Therefore, the following relationship needs to be

considered,
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1 _ At
c < E (12)
where At is the time step size, Ax is the element length and ¢ is the speed of sound of the
media being modeled. A detailed explanation can be found in reference 3.

EASYS offers several different types of integration algorithms. These include:

Fixed-Step Yariable Step
Euler (1st order) BCS Gear
Huen (2nd order) Adams-Moulton
Fixed-Step Runge-Kutta (4th order) Stiff Gear
Varisble-Step Runge-Kutta

The variable step integration schemes adjust the integration step size based on how fast
the system states are changing. Ideally, these methods would be desirable for use since
they Tepresent a potential execution time savings. However, it has been the authors’
experience that the variable step methods are not particularly compatible with the macros
that have been developed to model fluid systems, due to the quadratic damping term and the
large pressure derivatives associated with small elements. Typically, the integrator ends up
iterating excessively trying to optimize the step-size, thereby greatly increasing the
execution time. Good results have been obtained using the variable-step methods on
spring-mass systems.

Another nonlinear analysis feature of EASYS is steady state analysis. The steady state
_ command returns the equilibrium operating condition of the model. model rates of
change are essentially zero for this analysis.

EASYS is also capable of linear dynamics analysis. This is done by linearizing the
state equations in the model by perturbating them about the operating point to create a lincar
perturbation model. This lincar model can then be used for other types of analysis such as
transfer function, root locus, closed loop eigenvalue and other frequency domain analyses.

EXAMPLE 1 - 750 PSIA MPS HELTUM SUPPLY REGULATOR

Background

In this example the authors were asked to investigate a problem with the S Shuttle
main propulsion system (MPS) 750-psia helium pressure regulator. Two re,
experienced full-open failures due to high frequency (900 Hz), bigh amplitude oscillations.
The failures took place on a new test stand which was constructed to replace the original
regullator gg‘aliﬁcaxion stand after it was destroyed in the collapse of the building in which it
was loca

The authors were tasked to develop dynamic models of the test stand as well as models
of all three MPS engine helium supply system configurations utilizing an existing model of
the regulator developed by the vendor. purpose of the models was to determine the
source of the oscillations, evaluate potential for oscillations on the Orbiter, and to test
possible solutions for correcting the problem.

160



Modcling Effort

The EASYS software was selected for this modeling effort. It was not possible to
directly convert the vendor’s regulator model into EASYS5. Therefore, the model had to be
created with EASYS macros using the existing model as a guide. EASY5 macros of the
components discussed in the Theory section of this paper were asscmbled to nt the
actual regulator (see Figure 4 for regulator schematic). The model consisted of one spring-
mass macro (containing 21 degrees of freedom), twelve flow (tube, annular and orifice)
macros, and nine volume macros. The spring-mass macro con i necessary
equations to model the movement of the poppet, valves and metal bellows. The hard stops
in the regulator were modeled by using bi-linear springs.

Figure 4. MPS helium supply regulator schematic

Analysis

Using the transfer function option of EASYS, it was determined that there was a 180
degree phase shift between the pressure sensed and actual pressure of the regulator’s exit at
the frequency range that the oscillations occurred. The shift would cause the regulator to
reinforce any pressure oscillations occurring downstream of the regulsior in this frequency
range.

A model of the complete newly constructed verification test stand was developed. The
oscillatory behavior of the regulator was duplicated using the ime simulation option and it
matched the first acoustic mode downstream of the regulator. The new test stand line
configuration's fundamental frequency coincidentally matched that of the regulator’s
bellows, which lead to fatigue failure of the bellows. Models of the complete Orbiter MPS
helium supply system were also constructed (Figure 5). Each engine supply system
consisted of approximately 1000 degees-of-freedom.
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Figure 5. Diagram of Engine 1 helium supply system

The EASYS model of the regulator was used to guide and evaluate design changes
proposed by the vendor. The final design showed stable operation in both tests of actual
hardware and in numerical time simulations with the math model. Figures 6 and 7 show a
Bode plot and simulation results of the regulator before and after the redesign.
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Figure 6. Bode plot of regulator outlet pressure to controller pressure transfer function.
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Figure 7. Time simulations of the regulator before and after redesign.

EXAMPLE 2 - PRCS THRUSTER

This second example describes the use of the EASYS software in deveclgfing

llant feedline dynamic models of the Orbiter's Primary Reaction Control System
(PRCS) thruster test stands. Over the course of the modeling project, the models evolved
from a simple waterhammer analysis to a complex two-phase flow analysis of the chug
stability of the thruster.

Background

Combustion stability testing of the PRCS thruster involves injecting helium into the
nantfeedlinesinadcrwpmvidcacombusﬁondisunbanoe. The injection rate is not
a precisely known quantity. Thetcstsnndisduignedmpmdweamimlﬂowof
belium during s state conditions. However, due to ignition and shutdown transients,
the flow of helium into the thruster can ; widely over ame. For this reason an analytical
model was desired to predict the amount of helium ingested by the thruster. The
llants for the thruster are monomethylhydrazine and nitrogen tetroxide, both of which

ucliquidsatthcopemingpressmandmpumt.

Modeling

The test stand models were developed using macros similar to those used for the MPS
helium regulator project The models are comprised of single- and two-phase elements.
Line elements several inches upstream of the helium injection point are capable of two-

phase flow representation, while the remainder of the transmission line elements are single-
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phase (see Figure 8). The two-phase macros assume a homogeneous gas-liquid mixture,
ideal and isentropic behavior of the gas phase, and are based on equation (13):

. n,P
: P
P= 13)

‘YVIP
Ve+ B

where
B = liquid bulk modulus
Vg = gas volume of element

fns = mass flow of gas

fnl = mass flow of liquid
p) = density of liquid

CHECK VALVE

HELHUM SUPPLY TANK ORIFICE
(250 PSI) DIA = 0.016 in.

helium

helium/MMH

N W FUEL SUPPLY TANK
(257 PSH)

Figure 8. Schematic of PRCS Test Stand Model

Initial simulations used a time history table of thruster chamber pressure measured in
test firings as the boundary condition at the end of the propellant feedline. Based on the
steady state flow rate and pressure drop, the resistance of the line could be fine-tuned to
achieve the required flow parameters. Time-domain simulations used fourth-order Runge-
Kutta as the integration method, with an integration step size of 1.0E-05 seconds.
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Figure 10. Helium injection profile.

Evolution of the PRCS Modcls

The PRCS modeling effort expanded beyond the scope of the initial test stand models.
In order to understand the mechanism behind the low frequency (600-1000 Hz) chug mode
of the thruster, a more detailed model of the thruster valves, manifolds, and injectors was
developed. The valve model is similarinconceptuotbeﬂuidlmechaniulmodeldeveloped
for the MPS regulator task. Variable area orifices were used to represent the opening and
closing of valve passages as the valve poppet moved. The stiffness of the poppet spring is
represented by tabular data taken from tests conducted during the valve development

Leak rates around the poppet seals are simulated by not allowing the variable

area orifices to close completely.

A diagram of the model schematic is shown in Figure 1. Test stand vibration, which
may contribute to some of the high amplitude pressure and acceleration oscillations
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observed during tests, is included in the model. The test stand is treated as a single degree-
of-freedom system having mass, stiffness, and damping characteristics close to that of the
stand. Test stand motion is applied to the fluid system through macros which have moving
boundaries. The test stand velocity is applied to these elements as an element wall velocity,
which drives the element pressure derivative. Also included in the model is the combustion
timelag. The flow out of the last injector element is delayed from combusting (expanding
into gas) by a specified amount of time. This is accomplished through an EASYS
continuous delay macro. The chamber pressure is calculated based on the capacitance of
the chamber, the amount of fuel and oxidizer flowing into the chamber, and the amount of
gas flowing out of the chamber. The amount of gas flowing out of the chamber is
determined using the characteristic velocity (c").

Due to the small size of the injector, very small elements were necessary to obtain the
required fidelity. The size of these elements dictated that the integration ste size also be
small. The optimum step size was found to be 1E-07 seconds, using f Runge-
Kutta as the integration method.

Propefiant Tanks

Euel System Model Oxidizer System Model
Propefiant Test Stand Motion is applied as an
Feediines accsleration 1 the manifolds, the valve
poppet, and the region of ne just upstream

~ \"":‘"/

Chamber Pressure and Thrust
|

The chasrber pressure cbiained irom the combuation model serves as the
boundary condition for the injecitors. The thrust is used as a forcing function for
the test siand mass/stiiness model.

Figure 11. Schematic of detailed PRCS thruster model.
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CONCLUSIONS

The use of a general analysis package for fluid/mechanical system modeling has been
demonstrated. The general ransmission line equations and numerical approximations of
other fluid system components have been successfully integrated into the EASYS analysis
program. The combination of integration routines, graphics capability, and pre- and post-

has proven to be effective and convenient for modeling these types of systems.
igh fidelity models of several complex non-linear fluid, structural, and mechanical system
interactions were developed which correlated well with test data and provided a basis for
analyzing and eliminating causes of adverse dynamic interactions.

NASA-JSC Propulsion Branch is continuing to use EASYS for other propulsion

systems. A substanual set of macros and models have been developed which allow quick

and accurate analytical results to be obtained for a wide variety of propulsion fluid and
mechanical systems.
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SUMMARY

Pressure and flow rate eigenvalue problems for one-dimensional flow of a fluid in a
network of pipes are derived from the familiar transmission line equations. These equations
are linearized by assuming small velocity and pressure oscillations about mean flow
conditions. It is shown that the flow rate eigenvalues arc the same as the pressure
eigenvalues and the relationship between line pressure modes and flow rate modes is
established. A volume at the end of each branch is employed which allows any

combination of boundary conditions, from open to cl to be used.

The Jacobi iterative method is used to compute undamped natural frequencies and
associated pressure/flow modes. Several numerical examples are presented which include
acoustic modes for the Helium Supply System of the Space Shuttle Orbiter Main
Propulsion System.

It should be noted that the method presented herein can be applied to any one-dimensional
acoustic system involving an arbitrary number of branches.

INTRODUCTION

Often in the analysis of dynamic responses of piped fluid networks, a preliminary "quick
look" at acoustic mode shapes and frequencies of the system is a useful diagnostic tool
prior to the initiation of more detailed diagnostic testing or modeling efforts. Knowledge of
the fundamental and higher order response mode frequencies of the 53'stem based on linear
analysis allows for rapid assessment of modes which may couple dynamically with devices
such as regulators and check valves. This provides valuable diagnostic information when
troubleshooting dynamic problems with these types of devices. Knowledge of pressure
and flow mode shapes can provide guidance on positioning of high frequency pressure and
flow transducers during testing. Such information can be used to infer magnitude of
pressure and flow oscillations in regions of the fluid system where measurements cannot be
made due to various practical limitations typically encountered on operational systems.

During the course of diagnostic studies of several dynamic tphenomena with regulators,
check valves, propellant feed systems and rocket engines of the Space Shuttle iter
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t over the last four years, the authors developed a systematic fluid element
h to the analysis of related piped fluid networks. These modeling procedures were
incorporated into a FORTRAN computer program called ACLMODES.

This paper presents derivations of basic building block equations used in the ,
illustrates numerical accuracy of the computer code on several problems with known
closed-form solutions and illustrates how the program was used to analyze several dynamic
phenomena associated with piped fluid networks of the Orbiter spacecraft.

GOVERNING EQUATIONS

The basic equations employed in this paper are the familiar pneumatic/hydraulic
transmission line equations which govern one-dimensional transient flow. These equations
for an unbranched acoustic line are first re-cast in matrix form. Then, this matrix
formulation is generalized for systems of branched acoustic lines, referred to as "fluid
networks".

Matrix Form of Equations for Unbranched Acoustic Lines

The ordinary differential equations governing one-dimensional flow of an ideal gas, in
terms of volumetric flow, are (see Figure 1 for notation)

Q =P - Py - RGIQIQ 0))
G P =0Q-Q: i=1,N )
where:

= inertance of the ith fluid element,
= capacitance of the if? fluid element,
= mass flow into the i+1 element,

= pressure at the center of the ith fluid element
= resistance,
= total number of fluid elements used to model a line segment

I

For a uniform line modeled with equal-length elements, the inertance, capacitance, and
flow resistance are the same for all elements and are given by:

1 =B &
AL
= = 4
¢ YRT @
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where:

L = fluid clement length

A = flowarea

¥y = polytropic process exponcnt

T = temperature

R = gas constant

p = density

f = friction factor (pipe flow)

D = line internal diameter

L, = equivalent length for minor losses

It should be noted that Eq. (1) may be easily derived by integrating once the one-
dimensional momentum equation and neglecting the convective terms. Equation (2) is the
equation of conservation of mass for isentropic flow of an ideal gas. These equations arc
derived in References [1], [2), and (3]

S
s — s | ]
> e (" 5 L 'Pm"&‘ Rent
U R

Figure 1. Typical discretization of a line segment.

The sets of Egs. (1) and (2) may be waitten in matrix form in the special case of R, = 0, that
is, for the undamped system. The matrix equations arc

AQ + BP = F, (6)
CP-BTQ=F, W)

where the superscript denotes the transpose of the matrix, and:

~ ®
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Differential Equations for Acoustic Lines with Branches

Consider a branched acoustic system such as that shown in Figure 2. The end volumes
V,, V, and V, are used in the formulation for generalizing the boundary conditions. It
should be noted (see Appendix A) that V =0 represents a closed end while V= oo is an
open end.
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Figure 2. Example of an acoustic line with a branch.

For simplicity, damping is neglected in this section. Equations (6) and (7) are q:ﬂilcable in
this case, but the matrix B has a different structure from that of Eq. (10). Note Eqgs.
(1) and (2) with Rg, = 0 apply at all elements with some modifications at the ends (clements
1, K, and N) and element j, where the branch connects to the main line. The first-order
equations for these special elements are:

C,P, = Q-Q (13)
CP, = Q,-Q-Q& (14)
P = Q. (15)
CNi’N = Qu 16)
LQ = P - Pra an

\'
withC, = ‘YR—%I_ The B matrix in this case (one branch) has the following structure:

B,. = -l (18)

kj .
= 1i i=LN

Note that B is an N x (N + 1) rectangular matrix.
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An example on the structure of B:
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(19)

The extension to acoustic lines with multiple branches, or fluid networks, is straight
forward. Obviously, the structure of B depends on the numbering system used.

Linearized Form of Governing Equations

For small pressure/flow oscillations, it can be shown that
A.q-"' D;I+EQq=gl (20)

Cp+Hp+Ep=¢g 1)

where A and C are given by Eqgs. (8) and (9) respectively. The diagonal damping matrix D
is defined by ‘

where B, = 2R;Q’ is the linear damping coefficient, Q being the mean (steady) flow rate.

Note that the vectors q, p, f; and f, are defined according to Eqgs. (11) and (12), with Q,
P, F, and F, replaced by q, p, f; and f, respectively. The matrices H, Eq, Ep. g, and g,
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in Egs. (20) and (21) are given by

H =8 AlDBT C (22)
E, = BC'BT 23)
Ep = BTA'B (24)
g, =f-BC', 25)
g, =4 + BTAI(T, + DBT ;) 26)

ACOUSTIC MODES IN FLUID NETWORKS

The undamped natural frequencies and mode shapes for a fluid network are determined
from Egs. (20) and (21) with D =0. Setting the right hand of these equations equal to
ze10, the free, undamped flow/pressure oscillations in a fluid network are govemned by

Aq+Eyq=0 @7

Cp+Epp =0 (28)
where A, C, E, and Ep are defined by Egs. (8), (9), (23) and (24) respectively.
The cigenvalue problem associated with Eq. (27) is

AX = AgEgX (29)

where A = -1—2 and X is a flow eigenvector or flow mode.

g
The cigenvalue problem associated with Eq. (28) is

CY = L, E Y (30)

where A, = -1—2 and Y is a pressure eigenvector Or pressure mode.

It can be easily shown that

Wy = Wp (31
and

Y = CIBTX (32)
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Computer Program ACLMODES

A computer program, referred to as ACLMODES, was developed which computes the
natural frequencies and associated flow rate/pressure modes for an acoustic line network.
The program can accommodate any number of branches with any combination of boundary
conditions (ranging from closed to open at each end). The input to the program is relatively
simple due to its capability of generating acoustic clements with identical propertics.

The program employs the Jacobi Iterative Method to solve the eigeavalue problem defined
bg'oenher Eq. (29) or Eq. (30). Line pressure modes are computed either directly from Eq.
(30) or using Eq. (32).

NUMERICAL RESULTS AND DISCUSSION

Three examples demonstrating capabilities of the ACLMODES program are shown in the
following paragraphs. The first example is a comparison of a simple system's frequencics
predicted by ACLMODES and the closed-form solution shown in Appendix A. The other
examples are actual applications of ACLMODES on Space Shutte fluid line systems.

Numerical Test Case

Example 1 is a test case consisting of a 100 inch long pipe of 0.5 inch LD. filled with
helium and a volume on both ends. Three different combinations of end volumes, shown
in Table 1, were used. Note that all volumes are in cubic inches. Case A represents an
open-closed boundary conditions and Case B a closed-closed.

—VOLUMEA | VOLUMEB
CASEA ~0.00001 | 10000 |
CASEB 0.00001 0.00001
CASEC 0.1 10

Table 1. Volume sizes for ACLMODES test case.

ACLMODES was used to determine the first three natural frequencies of each of the three
cases. Each case was repeated with four different element lengths to evaluate solution
accuracy versus number of line elements employed. The closed-form solution shown in
Appendix A was then used to calculated the frequencies of the three cases. The

A ODES results are shown in Table 2 together with the closed-form solution.
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NUMBER OF ELEMENTS ] T
—MODE 10 20 50 100
1 100. —10038 | 10040 | 10040 10040
CASE A 2 298.23 300.31 300.98 300.98 301.00
3 488.85 498.43 501.13 501.52 501.64
1 15983 | 20043 . —200.64 | .
CASEB 2 394.73 30066 | 401.04 | 401.24 | 401.30
3 579.92 596.40 | 601.06 | 601.73 601.95
| {3300 | 133.00 | 145.10 —143.11 )
CASEC 2 320.47 322.36 322.89 322.96 32298
3 502.28 511.27 513.81 514.17 514.28

Table 2. Acoustic Frequencies (Hz) of Cases A,Band C.

The percent difference between the values ACLMODES predicted and that of the closed-
form solution are shown in Table 3.

~MODE 10 — 20 — 30 100
1 0.10 002 | 000 0.00 |
CASE A 2 0.92 0.23 0.01 0.01
3 2.55 0.64 0.10 0.02
1 ~0.41 0.10 0.01 .
CASEB 2 1.64 0.41 0.06 0.01
3 3.66 092 | 0.15 0.04
1 0.06 0.01 —0.01 0.00 |
CASEC 2 0.78 0.19 0.03 0.01
3 2.33 0.59 0.09 0.02

Table 3. Percent Error of Cases A, BandC
Compared to Closed-Form Solution

These numerical results show excellent agreement with the closed-form solution results.
As expected, there is improvement in accuracy of the numerical solution as the number of
line elements increases. A general rule of thumb for an acceptable line element length

required to obtain accurate numerical results is al/c <0.5, where @ is the estimated
circular frequency of the mode sought in rad/sec, L is the line element length (inch) and c is

the speed of sound in the fluid (inch/sec). Figure 1 shows percent er:ar versus al/c for all
values in Table 3.

177



4.00

350 »
3.00

2,50 "

2.00

1.50 .

1.00 -
0.50 a @
0.00 -+ + ¢ —

Percent Emor

Figure 1. Percent error versus wlL/c

It can be seen that when the condition @L/c < 0.5 is not met the percent error is greater
than 1.

Test Stand Line Dynamics

Stability testing of the Primary Reaction Control System (PRCS) thruster at the NASA
White Sands Test Facility (WSTF) required that the test stand have similar line dynamics to
that of the Space Shuttle Orbiter. This is because the PRCS thruster is a pressure-fed
engine so the pressure recovery or waterhammer of the line governs the start-up transients.
Therefore, a simple line having similar waterhammer characteristics to that of the aft PRCS
feed system, which is a fairly complicated system with many branches and twelve primary
thrusters (see Figure 2), was desired.
[

Supply
Tank

Thrusters

N

Q

o0—}—a 0——0 0—}—a 0—
a

Figure 2. Schematic of the Space Shuttle's PRCS aft fuel supply system.
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The original idea was to use similar line diameters to that of the vehicle and the average
distance from the supply tank to the thrusters as the test stand line length. However, it was
not obvious that this would yield the same dynamics as the vehicle so a model of each
configuration was constructed.

The first mode of the proposed test stand fuel line was found using ACLMODES and is
shown in Figure 3. As expecteditappearstobeanopen-closedmodewithaﬁeqmncyof
65 Hz. The first mode of the vehicle's piping system was found to have a frequency of 40
Hz and is shown in Figure 4. The difference in frequency was not acceptable 3o the test
stand line was reconfigured to have the same first natural frequency as the vehicle feed
system.

Figure 3. First pressure mode of simple feed system.

|
d

1D

Figure 4. First pressure mode of the Space Shuttle's PRCS aft fuel supply system.
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Space Shuttle Main Propulsion System Helium Supply System

The regulators in the helium supply system for Space Shuttle Main Propulsion System
(MPS) were experiencing oscillations. These oscillations were seen both on test stands as
well as on the vehicle. It was believed that the source of the oscillations was the regulators
coupling with the downstream line acoustics.

Each engine has its own helium supply system. A helium suppl{ system coasists of high
pressure supply tanks, tubing leading up to two pancls in parallel, and lines from the
rejoining and continuing on to the engine. A panel consist of a regulator and relief valve as
well as several solenoids and check valves. Only the lines downstream of the regulators
were of interest, so they were all that was modeled (see Figure 5).

/ . ORegulator A s
(] ]
: 15"« 30" o .PanelA yommmemme. .
: f%nef Relief ! . ‘
:‘ Sensor A Vaive A _,.' :‘.o ‘
"""" g X :
428.4° : 66.0" ‘
o /\f ; O ‘
IS 1| RO Mo oen- .
7 Relief Engine 1
! . . VaveB
: 6}15 . 30 O 'PanelB
' Relief 3 "

Sensor B '0 Regulator B

----------------------

Figure 5. MPS Engine 1 helium schematic of lines downstream of regulators.

Figure 6 through 8 show the first, fourth and eighteen Prx::sure modes predicted by
A ODES for the Engine 1 helium supply system. fourth mode is shown again in
Figure 9 as a flow mode.
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Figure 6. First pressure mode of the Engine 1 helium
lines downstream of regulators.

Figure 7. Fourth pressure mode of the Engine 1 helium
lines downstream of regulators.

Figure 8. Eighteenth pressure mode of the Engine 1 helium
lines downstream of regulators.
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Figure 9. Fourth flow mode of the Engine 1 helium
lines downstream of regulators.

Not all regulators oscillated on the vehicle and those that did, oscillated at different
frequencies depending on flow demand and number of regulators in use. One mode of
oscillation was around 115 to 120 hertz, with the regulators oscillating out of phase with
cach other. This mode was predicted by ACLMODES and can be seen in Figure 7 and

Figure 9.

The pressure mode shapes were also used to determine if the pressure oscillations being
measured by a transducer were representative of the oscillations at the regulators. This was
done by examining the modes with frequencies near the frequency of interest and
determining if the pressure amplitude at the transducer was being attenuated or amplified
compared to that of the regulator.

CONCLUSIONS
The method presented herein has proven to be a very useful and accurate tool for
determining dynamic characteristics of complex fluid networks, such as pressure recovery
and oscillatory behavior. When implemented in a computer code and coupled with a
plotting routine, this technique can graphically show vital information about the behavior of
a fluid system impossible to obtain with hand calculations.
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APPENDIX A
Modes of a Straight Acoustic Line with General End Conditions

The classical wave equation for a straight tube in terms of volumetric flow rate is

a2 . 22 AD

ox?

The boundary conditions for the system shown below are derived from the continuity
equation and the definition of fluid capacitance.

1 Q(x.1)

2
Figure A-1. Straight acoustic line.
The continuity equation is
P

pct 5% = -A%t— (A2)
where p = fluid density

c = acoustic velocity

Q = volumetric flow rate

P = pressure

A = flowarea
But

oP 1

F E(Qin'Qout) (A3)

where C is the fluid capacitance which is given by

Gas: C= Y. Y. _\’7
Y WT  pc
Liquid: cC=p= (B = Bulk Modulus)
PL
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Substitution of (A.3) in (A.2) yields

pc? 32 = -A Q- Q)

or,

X . 4Qu-Ww (A4)
Forend 1,x =0,

Q=0 Qom‘le-o
Thus,

A

Similarly, for end 2, y=L,

Q=Qli. Q=0
from which

% l xeL \é/ Ql, (A-6)
The general solution of Eq. (A.1) is
| Q(x) = T() (D,sin T x + D,cos T x) (A7)
where

T(t) = B,sin wt + B,cos at (A.8)

Substitution of conditions (A.5) and (A.6) into Eq. (A.7) leads to the following frequency
equation

a
1+ -1
p?]
QunQ="7" (A9)
a, ——azﬂz
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w . v, v,
where Q = 7 L is a nondimensional frequency, O, =77, and 0, = A1

Special Cases
1. Vo e (open end)

1
QunQ=""
a,

2.V, 0 (closed end)

tanQ = -0, Q
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THE PROGRAM FANS-3D (FINITE ANALYTIC NUMERICAL SIMULATION
3-DIMENSIONAL) AND ITS APPLICATIONS

Ramiro H. Bravo'
Tri-State University
Angola, Indiana 46703

Ching-Jen Chen’
University of lowa
Jowa City, Jowa 52242

SUMMARY

In this study, the program named FANS-3D (Finite Analytic Numerical Simulation - 3
Dimensional) is presented. FANS-3D was designed to solve problems of incompressible fluid

flows and combined modes of heat transfer. It solves problems with conduction and convection
modes of heat transfer in laminar flow, with provisions for radiation and turbulent flows. It can
solve singular or conjugate modes of heat transfer. It also solves problems in natural convection,
using the Boussinesq approximation. FANS-3D was designed to solve heat transfer problems
inside one, two and three dimensional geometries that can be represented by orthogonal planes in
a Cartesian coordinate system. It can solve internal and external flows using appropnate

boundary conditions such as symmetric, periodic and user specified.
INTRODUCTION

The program FANS-3D solves one, two and three dimensional fluid flow and heat transfer
problems that involve conduction and convection modes of heat transfer in incompressible
laminar flow, with provisions for radiative heat transfer and buoyant and turbulent flows. It also
solves problems in natural convection using the Boussinesq approximation. Using this feature,
the program may also solve mixed natural and forced convection problems. Furthermore, it can
solve individual modes of heat transfer as well. The program FANS-3D solves any geometry
that can be represented by orthogonal planes in a Cartesian coordinate system. The program can
solve internal and external flows using appropriate boundary conditions such as symmetric,
periodic and user specified. The program is designed to have the same performance in all
directions, in this wdy, any problem can be solved in the most convenient orientation.

. The program FANS-3D is based on the 19-point Finite Analytic Method. It uses the

SIMPLEC iterative method suggested by Van Doormal and Raithby (1984) to solve the coupled
Navier-Stokes equations. The discretization of variables is done following a new staggered grid
layout. The resulting system of algebraic equations is solved by different methods, including
ADI, SSOR and Conjugate Gradient.

The program has two modules; a graphics and a computational. The graphics module,
named GRAPH3D, was written in FORTRAN 77 for Apollo workstations. This program
displays the geometry of solution and the results in the three-dimensional space. These are

Assistant Professor Department of Acrospace and Mechanical Engineering.
Professor and Chairman Department of Mechanical Engineering.
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presented in the form of velocity vectors, profiles, and color contours with shading of any
variable. These graphic results can also be sent to monochrome and color printers.

The computational module of the program is divided in two pans. The first, whichis
accessible to the user, should be modified according to the problem. The second part is fixed
and does not require user intervention. These two parts must be bound together to create the
computational ‘run’ file. Both parts of the comnputational module are written in standard
FORTRAN 77 language. In this form the program can be easily ported to almost any machine.

THE STRUCTURE OF THE PROGRAM FANS-3D

As mentioned above, the program FANS-3D is based on the 19 Point Finite Analytic
Method. The basic idea of this method is illustrated here. Details of its derivation are given by
Bravo et. al. (1991). This method is derive for the general transport equation

¢xx+¢'\)'+¢;:=D¢]+2A¢x+2B¢y+2C¢:'—Sh §))
using the analytic solutions of simplified forms of it. To start, this equation is first locally
linearized in the three-dimensional element shown in figure 1. To this effect, the coefficients A,
B, C, D and the source term S are assumed constants and equal 1o their values at the center of the
element, i.c.

O+ O+ 0= Dp: + 24,0 + 2B,b. +2C50: - Sp (2)
The p subindices mean that these coefficients are considered constant inside the element and
equal to their values at the center 'p'. For example, if ¢ is theu velocity component in a laminar
flow and R the Reynolds number, then A = RuP/Z, B = Rv,/Z, C,= RwP/Z, D=Rand S, =-RP,.
Equation (2) is then solved in the planes x=0, y=0 and z=0 and shown in figure 2. These
two-dimensional solutions are combined to obtain the three-dimensional 19-point finite analytic
scheme. Details of this process are given by Bravo et. al. (1991).

The solution of the coupled Navier-Stokes equations present an additional inconvenience;
there is no clear equation for pressure. To solve this problem many methods have been
developed. Notable examples are SIMPLE (Semi-Implicit Method for Pressure Linked
Equations) of Patankar and Spalding (1972), SIMPLER (Patankar, 1980), SIMPLEC (Van
Doormal and Raithby, 1984) and PI1SO (Issa et. al., 1986). Most of these methods are generally
known as pressure correction methods. The program FANS-3D uses the SIMPLER and
SIMPLEC methods. The discretized system of equations when used with the Finite Analytic
Method can be found in the works of Bravo (1987) and Aksoy (1989).

Another major difficulty in the implementation of the numerical schemes to incompressible
fluid flow problems is the choice of a proper computational grid. Clearly, it would be beneficial
if one could discretize the governing equation using 2 grid system that places all the flow
variables, scalar and vector, at the same physical Jocation. Unfertunately, the use of such a
nonstaggered grid system with a primitive variable formulation of the incompressible equations
has been shown to produce nonphysical oscillations in the pressure field (Patankar, 1980). A
remedy to this problem is the use of 2 staggered grid system; first introduced by Harlow and
Welch (1965). This grid distribution was used successfully in many codes and it is still the most
prevalent grid arrangement. There are many advantages of this type of staggered grid
arrangement. For a typical control volumne, this discretized continuity equation contains the
differences of adjacent velocity components. The discretized gradient of pressure in the
momentum equation also contains adjacent pressure values. This arrangement prevents the
occurrence of a wavy pressure and velocity ficlds in the numerical solutions. In the staggered
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occurrence of a wavy pressure and velocity fields in the numerical solutions. In the staggered
grid arrangement, the pressure difference between two adjacent grids becomes the driving force
for the velocity component at the cell face between these grid points. Besides, the mass flow
rate across each cell can be calculated without any interpolation for the relevant velocity
component. The staggered arrangement of the grids also eliminated the need of specifying the
pressure boundary conditions on the walls.

However, the staggered grid arrangement has its disadvantages too. In this arrangement,
there are two distinct cells for the application of the finite analytic method to the
two-dimensional momentum equation as shown in figure 3. This implies the need to evaluate
two sets of finite analytic coefficients. In the three-dimensional problems three sets of
coefficients must be evaluated for the momentum equations, one for each velocity component.
This increases the CPU cost and memory requirement. The case of staggered grids also
increases the difficulties in programming since different geometries parameters must be used for
each grid.

To solve these problems Rhie and Chou (1983) introduced a non-staggered grid
arrangement. In their method all variables are evaluated at the same location, the center of each
control volume. The pressure gradient in the momentum equation is still evaluated by
subtracting the pressures between two non-adjacent nodes. However, to compute the continuity
equation, new velocity components on the volume faces are evaluated. These velocity
components are obtained by an interpolation scheme based on the momentum equation. This
method apparently devised by Rhie and Chow (1983) was further study by Miller and Schmidt
(1988). They called it the pressure-weighted interpolation method (PWIM). They report that
the PWIM scheme predicts physically unrealistic velocities in regions of rapidly varying
pressure gradients.

The first successful application of a non-staggered grid arrangement to the finite analytic
method was done by Aksoy (1989). Their method, called MWIM (Momentum Weighted
Interpolation Method), is similar to the original Rhie and Chow (1983) PWIM method, but with
a different interpolation scheme. The advantages and disadvantages of MWIM are similar to the
PWIM method. There is only one set of FA coefficients to be evaluated for three-momentum
equations, reducing memory and computational time. However, using this method, unrealistic
velocity components are also obtained in regions of strong pressure gradient. This problem is
specially severe in coarse grid calculations.

To overcome the problem mentioned above, for the staggered and non-staggered systems, a
new scheme is used in the program FANS-3D. In this new scheme, a staggered grid system is
used, but only one set of coefficients is evaluated. This method uses the staggered grid
arrangement, but it also uses the main concepts of the MWIM and PWIM methods. The new
scheme evaluates only one set of coefficients at the center of each control volume (see figure 4).
The FA coefficients at the nodes of the velocity components are obtained by linear interpolation
of the coefficients obtained at the centers of the control volumes. Details of this derivation are
given by Bravo (1991). This method was fully tested and it is the method used in FANS-3D.
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SOME APPLICATIONS OF THE PROGRAM

The geometry of the problem is represented in figure S, where fully developed flow
between two infinite parallel plates is moving from left to right. The domain has a total length
of 10H with inlet height of H. The parallel plates have a thickness equal to 0.5H and are kept at
constant temperature T, on their external surfaces. The flow enters at uniform temperature 7,
The conductivities of the solid and fluid are k, and k. The conductivity ratio R, = k/k,
determines the temperature in the solid fluid interface. If the conductivity ratio R, is very high,
the temperature on this interface is very close to the external surface temperature 7. In this
case, the problem is reduced to the original Gratz problem (Bravo, 1987). In general, the
distribution of temperatures is determined by the peclet number Pe, and the conductivity ratio
R,.

The Gratz problem, when the temperature on the solid fluid interface is kept constant, was
solved analytically by Prins, Mulder and Schenk (1949) and later nunierically by Bravo (1987).
The solution for the general conjugate heat transfer problem was later obtained by Mori,
et.al.(1989). To solve the conjugate heat transfer problem, Mori et.al.(1989), represented the
interfacial temperature distribution by infinite power series. They solved the governing energy
equations for the solid and fluid domains using this temperature distribution as boundary
condition. The Nusselt numbers, obtained by this procedure, were also presented in the form of
infinite series. The major sources of error in their analysis are the truncation error during the
evaluation of this infinite series and the simplification of the energy equation in the fluid flow
domain. They assumed negligible diffusion in the longitudinal direction.

To compare with the results of Mori et.al. a Peclet number of 500 was selected. Four grid
sizes of 10x3x9, 20x3x20, 40x3x40 and 80x3x80 along the x, y and z directions respectively
were used. Insulated boundary conditions were applied on the solid inlet and outlet boundaries.
The outlet boundary condition for the flow domain was considered fully developed or dT/dx =
0.0.

The d}men;ionlcss temperature, for this problem, is defined by
- Tj" Tw - (3)

With this definition the dimensionless external surface temperature 8,, is equal to 0.0 and the
dimensionless inlet temperature 6, equal to 1.0. The local Nusselt number Ny, is defined by

Nutg = i I @

kT = Twm)

where

q,= heat flux at the solid fluid interface

T, = temperature at the solid-fluid interface

T_= external constant surface temperature

T.= uniform temperature of the incoming fluid

T_ = mixed mean temperature defined by T, = L

Juas
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With gy =— fg—:, and using the inlet height H as reference léngth, equation can be reduced to
its dimensionless form

Nus = g0, on* 2

J . . . . .
where Ofm = 19%, 0/, the dimensionless interface temperature and n* the dimensionless

normal.
The program FANS-3D finds the temperature © at each nodal point. The Nussclt number
is evaluated from this temperature distribution and equation (5).

Figure 6 compares the Nusselt number obtained by the program FANS-3D with the values
obtained by Mori et. al. (1989) and discussed above. For the conductivity ratio R, = 1.0, there is
an excellent agreement between the results of Mori et. al. and the one provided by the program
FANS-3D, for x values over 0.2. Below x = 0.2 the values given by Mori et. al. are under the
ones given by the program FANS-3D. Theoretically, the Nusselt number at the entrance must
go to infinity, which is correctly reproduced by the program. The lower values given by Mori
et. al. are probably due to the simplified version of the energy equation used by them, which did
not contain the diffusion term along the x direction. The Nusselt numbers for R, equal to 100.0,

1000.0 and infinite are very close, indicating that for R, over 100.0 the conjugate heat transfer
problem behaves as the original Gratz problem. Theses values of the Nusselt number agree also
quite well with the corresponding ones given by Mori et. al.(1989). They also coincide with the
values computed by Bravo ( 1989) using the 9 point two-dimensional Finite Analytic method
(these values are not shown in the figure). The program FANS-3D provides results that are
reasonable and agree quite well with previous computations.

Another application example of FANS-3D is the compact heat exchanger shown in figure
7(a). This compact heat exchanger is similar to the class of compact heat exchangers known as
offset-fin heat exchangers (Kays and London, 1984). To solve the complete compact heat
exchanger is beyond the capacity of any computer, and a simplification is required. The flow
between the finned plates is three-dimensional and very complex. The solution of the heat
transfer problem is aggravated because of the conducting fins. The problem is a three-
dimensional conjugate heat transfer problem. To obtaina solution to the problem we use the
concept of fully developed flow extended to these geometries (Patankar, Liu and Sparrow,
1977). In this case, the velocity, a reduced pressure and a reduced temperature field become
periodic after some entrance length. The reduced temperature is defined by

0(x,y,2) = ,y,2) — T 6)

9y ’ Tbx _ Tw
where T, is the bulk temperature at any longitudinal position x. This situation is similar to the
flow inside ducts of uniform cross section (Chapman, 1987). In this case, the shapes of the
temperature profiles at successive streamwise Jocations scparated by the periodic length L are
assumed similar. Using this idea, it is possible to simplify the geometry of this problem and
reduce the computational domain to the one represented in figures 7(b) and 7(c). An enlarged

view of this small domain is shown in figure 8. The temperature in the front and back walls are
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assumed constant and equal to Tw. The separation between the parallel plates is considered the
reference length equal to L. The position of the fin and its dimensions are given in the same
figure. The flow enters the domain in right hand side and leaves the domain in the left hand
side, as shown by the arrows. The top and bottom surfaces are planes of symmetry.

Assuming constant properties, the temperature field and velocity fields are decoupled and
their solution can be obtained independently. The governing equations for fluid flow are of the
same type of the standard transport equation (1) and the program FANS-3D can be used without
any modification.

To solve for temperature we define a new variable ¢ given by

Nx,y,z2)-Tw

¢(x!y’ Z) - Tbi - Tw (7)
where T,, is the inlet bulk temperature and T, the external wall temperature. Using this
definition and equation (6), the profiles of the dimensionless temperature at the ¢, at the outlet
and ¢; at the inlet are of similar shape with the outlet condition being a constant times the inlet
condition, or

b0 = di(dr0) (8)
where ¢, is the bulk exit temperature. To determine the profiles of temperature at the inlet and
outlet, an iterative procedure is required. We start assigning the temperature at the inlet
$:(x,y) = b5 = 1.0, then the temperature on the outlet ¢, is obtained by solving the governing
energy equation. Using the values of ¢, on the outlet the constant ¢4, is calculated by
numerical integration at the outlet boundary. Finally, the temperature at the inlet ¢, is updated.
This process is repeated until convergence is attained. All these steps are automatically
performed by FANS-3D.

Figure 9 shows profiles of velocity component u along the y and z directions at the inlet
and outlet planes, as obtained by the program FANS-3D. In this figure we can recognize the
periodicity in the velocity distribution and the three-dimensional character of the flow. The flow
not only moves up and down due to the presence of the beam, but also moves to the left and to

right.

Figures 10(a) and 10(b) show the temperature profiles at three locations, at the inlet, on the
beam and at the outlet. In these figures we can observe that the minimum dimensionless
temperature § is located on the lateral walls. The maximum temperatures are on the plane of
symmetry. The temperature inside the fin, also shown in this figure, is almost constant in each
cross section, but increases towards the center between the plates.

To study the effect of the fin, the pressure drop and the rate of heat transfer in this geometry
can be compared with the ones for a fully developed flow between parallel plates. For example
the pressure drop in the element of the heat exchanger, as computed by the program FANS-3D,
is equal to -0.4565. For the equivalent situation, but without the fin the pressure drop is only
-0.1200. Therefore, the increase in pressure drop due the fin is 280%.

The total increase in energy content, when the fluid moves from inlet to exit is given in
Table 1. This table shows the energy increase in the element of heat exchanger for water and air
and compares it with the one in a fully developed flow between parallel plates. The effect of the
fin is an increase in the global rate of heat transfer of 68.7% for water and 54.2% for air. An
additional computation with an infinite conductivity of the solid showed a less than 0.2% change
in the rate of heat transfer. Thus, to improve the design of the compact heat exchanger, it is
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possible to reduce the thickness of the fin without significantly affecting the rate of heat transfer,

but reducing the pressure drop. Furthermore, the analysis in the temperature distribution shows
that an staggered distribution of fins can be more effective than the regular one.

t t Transf troni

In this section, the combined effect of convection, and radiation heat transfer is studied in
an array of electronic chips displayed in figure 11. The chips are cooled by a radiatively
non-participating gas flowing inside the passage. The program FANS-3D and the subroutine
ANDISOR4 (Sanchez, Smith & Krajewski, 1990) were used to study the problem. The
three-dimensional convection part of the problem was solved using the 19-point Finite Analytic
Method and the radiation analysis using the discrete ordinates method (Sanchez, Smith &
Krajewski, 1990). Results showing the effects of convection alone, combined radiation and
convection, and the presence or not of a radiatively participating medium are presented.

To simplify the solution fully developed periodic flow is assumed (see discussion for the
previous problem). Using this concept of periodicity along the x direction and considering some
of the planes of symmetry, the problem can be reduced to the element represented in figures
11(b) and 11(c). The dimensions in centimeters of this element are given in figure 12. The fluid
flow is in the positive x direction. The planes at y=0.0 and at y=1.5 are considered planes of
symmetry; and the top and bottom walls are adiabatic. The inlet temperature of the fluid is
considered equal to 305 K and the temperature of the blocks constant and equal to 320 K. All
surfaces are assumed black. The fluid is considered radiatively non-participating transparent gas
(air) with constant properties. The flow is considered laminar.

The Navier-Stokes equations are decoupled from the energy equation and the fluid field can
be solved independently. The solution was obtained using the program FANS-3D with the
19-point Finite Analytic method. Once this solution was performed, the energy equation was
solved using the same method explained above for the compact heat exchanger. The coupling
between radiation and convection is done through energy balances on the walls. The existing
radiative transfer code, ANDISORD4 (Sanchez, Smith & Krajewski, 1990), was used to solve
for radiation. An S-8 implementation (80 discrete directions) of the discrete-ordinates model is
applied. Although not required, the grids for the flow and radiation models are identical. When
the medium is non-participating, the divergence of the radiative heat flux vector vanishes, and
the transport and radiation model become explicitly decoupled. Implicitly, however, the two
models are interdependent through the temperature field and the wall heat fluxes.

The results for the flow field computation are shown in figures 13 through 14. The
velocity profiles for the u component are shown in figure 13 at two locations, at the inlet and the
center between the blocks. From these figure, we can appreciate that the velocity between the
blocks and the upper plate is similar to the velocity between two plates, or Poiseuille flow. For
Reynolds number of 100 the velocities between the blocks are quite small. Figure 14 displays
velocity vectors on the back plane of symmetry. In this last figure, at the center of the blocks, the
flow is rotating counterclockwise. Figure 15 show velocity vectors on a plane Jocated between
the blocks in the x direction. This figure shows that some fluid is entrained from the top of the
blocks and is transported to the lower sides.

Profiles of dimensionless temperature ¢ on three different planes are shown in figures 16
and 17. The temperature of the blocks is zero and the bulk inlet temperature is equal to one.
Figure 16 shows these profiles when convection heat transfer alone is considered. As we expect
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the profiles are perpendicular to the top and bottom insulated plates. In this figure we can also
appreciate that the fluid moving between the blocks has a temperature very close to the
temperature of the blocks. Specifically, the fluid near the bottom wall has almost the same
temperature of the blocks. The maximum dimensionless temperature (coldest dimensional
temperature) is on the top insulated wall.

Figure 17 shows dimensionless temperature profiles when convection and radiation are
included. The temperature profiles are quite different from the ones discussed in figure 16. The
maximum value of the temperature is in the center region between the top plate and the blocks.
The top and bottorn plates have an intermediate temperature between the temperature of the
blocks and the temperature in the center region. The higher temperature of the top plate and the
lower temperature on the bottom plate, compared with the convection case alone shown in
figures 16, is because of the radiation effect. The top plate receives a net radiation coming from
the blocks and the bottom plate. Because this plate is insulated, this arriving net radiant energy
is dissipated by convection, which is indicated by a positive slop of the profile at this point. The
¢ profile has a maximum in the center region and decreases as we move closer the bottom plate.
However, close to the bottom plate this profile increases again. This increase indicates that heat
is transfer by convection from the fluid to the bottom wall. Because this wall is insulated, the
same amount of energy is irradiated to the top wall.

An energy balance when convection-radiation heat transfer was considered shows an
increase on the rate of heat transfer of 49.1% compared with the computation considering only
convection heat transfer. In this problem then radiation is a very important and must be
considered.

This final problem of electronic modules is an example of a three-dimensional
conduction-convection-radiation heat transfer problem. Although conduction was not explicitly
discussed, the problem was solved assuming infinite (10*°) conductivity in the blocks. In this
situation the blocks assume a constant temperature everywhere resembling an isothermal body.
The convection and convection-radiation results show the potential of the program FANS-3D in
the simulation of complex three-dimensional problems that include all modes of heat transfer.

CONCLUSIONS

This study shows the solution of complex three-dimensional problems that included
conduction convection and radiation modes of heat transfers with the application of the program
FANS-3D. The study of these problems also shows different types of boundary conditions from
the simplest boundary when the values of the variable are assigned on the boundary, to
symmetric and periodic boundaries. The solutions were presented in the form of vectors and
profiles given by the graphics part of the program FANS-3D. This giaphic program also
displays contours that include shading. The difficulties in reproducing these colors do not allow
the inclusion of these pictures in this work.
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Table 1 Comparison Between Energy Increase in the Element of Heat Exchanger
and Energy Increase in Flow Between Paralle] Plates

ww
Water Air
Pr 1.76 0.704
k(W/m°C) 0.6775 31.27x10-3
AEwim i’Cl 0.07075 0.15658
AEparalie] platey’C1 0.04194 0.10157
Inc. % 68.7 54.2
Z
-
X

Figure 1 Finite Analytic Element
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Figure 2 19-point FA Method
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Figure 3 FA Cells in a Staggered Arrangement
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-Figure 4 Evaluation of FA Coefficients
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Figure 8 3-D View of the Element Shown in Figures 7
(b) and (c) of a Compact Heat Exchanger
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Figure 12 Domain of Solution of the Electronic
Components Shown in Figure 11
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Figure 14 Velocity Vectors on Plane of
Symmetry y =0
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SUMMARY

This paper describes the modeling approach used to simulate the transient behavior of a salinity gradient
solar pond. A system of finite difference equations are used to generate the time dependent temperature
and salinity profiles within the pond. The stability of the pond, as determined by the capacity of the
resulting salinity profile to suppress thermal convection within the primary gradient region of the pond,
is continually monitored and when necessary adjustments are made to the thickness of the gradient zone.
Results of the model are then compared to measurements taken during two representative seasonal periods

at the University of Texas at El Paso’s (UTEP’s) research solar pond.

INTRODUCTION

In a non-convecting salinity gradient solar pond, natural convection is artificially suppressed by
establishing an internal region characterized by a strong salinity gradient. The natural buoyancy of the
warmer water in the lower regions of the pond is offset by the water’s higher density resulting from the
higher salt concentration at the corresponding depth. As temperature of the water in the solar pond
increases with depth, salt concentration also increases to the extent necessary to ensure that the density
of the fluid is continuously increasing.

The stability of the solar pond is a function of the thermal and solutal diffusion rates which in turn have
a strong dependence on the localized temperature of the fluid. Internal and boundary stability criteria
bave been developed that generally determine the necessary localized salinity gradient required to maintain
a stable regime for a given temperature profile. These stability relationships have been used in
conjunction with a numerical model of the transient temperature and salinity profiles to simulate the
eventual erosion of the gradient zone, absent any maintenance intervention. The numerical model
described in this work can be used as a predictive tool for determining the approximate shapes of the
temperature and salinity profiles which can be expected over an operating period when estimated average
daily ambient temperatures and insolation values are provided.
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Background

Solar energy incident upon the surface of a shallow pond will be partially transmitted to the bottom of
the pond where much of it is absorbed. This normally leads to natural convection as absorbed energy
in the lower regions of the pond causes the fluid to thermally expand. Consequently, the thermal energy
will be transported to the surface and released. In a non-convecting salinity gradient solar pond this
convective process is suppressed by establishing an internal region with a salinity gradient of sufficient
strength to ensure that the localized decreases in density due to thermal expansion are counter-balanced
by the localized increases in density due to the higher salt concentrations. Thermal conduction will then
become the dominant heat transfer release mechanism through the region of the pond where convection
is suppressed. Due to the relatively low value of thermal conductivity for water (approximately 0.65
W/m-°C) an “insulating” layer develops which allows temperatures approaching 100 °C in the pond’s
thermal storage zone.

The typical solar pond is characterized by three regions (Figure 1); a convective surface region referred
to as the Upper Convecting Zone (UCZ), a non-convective primary gradient region referred to as the
Non-Convecting Zone (NCZ), and a convective thermal storage region referred to as the Lower
Convecting Zone (LCZ). The thickness of each of these zones depends upon the season of the year and
the manner in which the pond is being operated. For purposes of this analysis average values were
derived from the research pond currently in operation at the University of Texas at El Paso (UTEP). The
dimensions of this pond are 52.4 m across by 64.0 m long comprising a total surface area of 3,355 m’
(about 5/6 of an acre). The walls of the solar pond slope inward at an approximate angle of 30° from
hc;rimmal. The depth of the pond is about 3.5 meters resulting in an approximate floor area of 2,500
m’,

\ ] Upper Convecting Zone

Trarsparent, Primary

Increasing aalinity

!reviating and temparature prof i e———p\ @r8dlent Zone
gredient region

Figure 1. Schematic of a solar pond.
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MODELING APPROACH

In developing a solar pond performance model a number of simplifying assumptions can be made to allow
for computational ease and modeling efficiency without sacrificing the accuracy of results. This is
particularly true if the modeling objective is to simulate macroscopic changes such as gradual drifts in
average storage zone temperatures or changes in temperature and salinity profiles over a relatively large
period of time.

Derivation of Boundary Condit

Earlier work was performed by Hull showing that modeling for hourly variations does little to change
the results obtained for the LCZ temperature over an extended period of study [1]. Since diurnal
fluctuations in ambient temperature and solar insolation have a negligible impact on the solar pond’s
overall performance, average values of daily insolation and ambient temperature were used for the
transient boundary conditions.

An interpolating function was derived for insolation on a horizontal surface from monthly averages
obtained over a 21 year period for El Paso, Texas [2]. This is given as follows:

- v 2x(n-170) Wi Eq. (1)
1, = 6,300 +2,300 *sin [—_—365.25 (Wim?)

where: n = day of the year.

The portion of solar radiation incident on a horizontal surface that is reflected at the surface of the air-
water interface of the pond is modeled by assuming that the incident radiation is direct beam radiation
and intersects the surface at a fixed angle of incidence. These assumptions were previously reviewed by
Hull in a comparison of results from a detailed computer model with an analytical model employing the
assumption of direct beam radiation. The results showed that accurate estimates of the LCZ temperature
can be obtained when the fixed angle of incidence (i.e., A,) is calculated at solar noon 17 days before the
autumnal equinox [1].

The following equation is used to calculate the fixed angle of incidence used in this analysis [2):
o, = cos™ (sing -siny + cosf - cosy * COSW) Eq. 2)
latitude of El Paso, Texas (i.e., 31.5°).

declination of sun on the 17th day preceding the autumnal equinox.
hour angle at solar noon (i.e., 0°).

where: ¥
+]
W

nn

The angle of declination (8) is the angle of the earth’s axis relative to the sun-earth line and is calculated
for the 17th day preceding the autumnal equinox as follows:

_ o . uin (360 < (5-81))

- 23440 sin 890020 .G
g 36525 £a. 0)
where: 5 = the day of the year for September 6th (i.e., 249)
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This gives a calculated value for a; of 25.66° which is the fixed angle of incidence used in this analysis.
The associated fixed angle of refraction is calculated using Snell’s Law by the following relationship:

(sin(ex))) Eq. 4)

. |
p, = sin
F n

Using 1.333 for the index of refraction, (n), for the pond’s salt water solution [3] Snell’s Law yields a
value of 18.99° for the fixed angle of refraction, pg.

The surface reflectivity is then calculated using the following relationship derived from Fresnel's
equations:

5. sin*(e,-p,) .5 tan’(at;-p,) Eq. (5)

P = —_— t I
* sin’(c; +p,) tan’(cy,+0,)

Applying the calculated values for the fixed angle of incidence and refraction to this equation yields an
effective surface reflectivity ( p ») of .021.

The ambient temperature is calculated in a2 manner similar to that used in developing the average daily
insolation. Average daily ambient temperatures are obtained from a periodic interpolating function fitted
to actual historical temperatures recorded over a thirty year period by the National Oceanic and
Atmospheric Administration.

. (2x(n-105)) °
T.(n) = 63.55+19.15 - sin Z¥(#-105) .©
"(n) = 63.55+ sin 53 (®) Eq. (6)
where: n = the day of the year.

Pond_A ion of Solar Radiati

As the radiation is transmitted through the pond it is attenuated along it’s path by scattering and
absorption. The shorter wavelengths of the solar radiation will be transmitted through the pond with very
little absorption, whereas the longer wavelengths (i.e., the infrared portion of the spectrum) will be
absorbed within the first few centimeters. Wavelengths longer than the infrared wavelength (i.e., greater
than 10°m) are reflected at the pond’s surface.

The absorption and scattering of the solar radiation is generally represented by a transmission function
from which the radiation intensity at a given depth can be determined. Cae such function, developed by
Hull, was derived from an extensive set of experimental absorption data measured for pure water. This
data was reduced into a four part summation of exponential terms.

=Y @) Eq. (7)

J

where: r = the fraction of solar radiation reaching a depth (x).
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This reduced function correlates well with a more extensive forty part funétion, derived from the same
data, never deviating by more than 01 in transmittance over a 2 meter interval. The parametric values

used for this transmission function are provided in Table L.

Table I Hull Four-Part Transmission Function

Exponential Extinction Coefficients for Water

() B n; (m™)
1 0.237 0.032
2 0.193 0.450
3 0.167 3.000
4 0.179 . 35.000
E — — — e — ———_ 3

When compared with measurements taken at the UTEP research solar pond on April 20, 1989 the Hull
Four-Part function resulted in substantially higher transmittance values, which is to be expected since that
transmission function was derived from absorption measurements in pure water. A transmission function
was derived from the aforementioned measurements taken at UTEP's research pond. The following third
degree polynomial provides an accurate fit to the measured data for distances ranging from 0.0 to 2.6
meters. A plot of this curve fit along with the Hull Four-Part transmission function and a third
transmission function developed by Rabl-Nielson [4] have been presented in Figure 2 for comparison.

7x) = -.066x%+.385x? -.768x +.745 Eq. (8)

B !S!.l: C- 0 C -I .

The NCZ has been subdivided into two sub-regions to recognize the more stringent stability criterion that
exists at the upper and lower interfaces. The internal regions of the NCZ must meet the following
dynamic stability criterion (5], at a minimum, in order to ensure that thermal convection in this region

is suppressed:

(Pren B .
G,<(_Pr_+.1_);G, Eq. )

the temperature gradient at various locations in the NCZ (°C/m),

the salinity gradient at corresponding locations (%/m),

the saline expansion coefficient for NaCl (m*/Kg),

the thermal expansion coefficient (1/°C),

Prandtl number (i.e., ratio of the kinematic viscosity to the thermal
diffusivity),

ratio of the saline diffusivity to the thermal diffusivity (.., Ks/Kq).

where:

QQ
D

o PN Y

-
n
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Figure 2. Comparative plot of transmission functions.

Since the values for the parameters in the above equation are dependent on both temperature and salinity
it is necessary to develop a functional relationship between the salinity gradient factor (i.e., SGF, and
defined as SGF=[(Pr+7)/(Pr~+1)]*(8/cx) ) and temperature [6]. Using information published by the
Department of Interior’s Office of Saline Water the following relationship was derived [7]:

(-T?+198.75%) _

SGF(T) = “—%175

(1.702)T+48.876 Eq. (10)

A plot of Equation 10 with the actual data for the SGF is presented in Figure 3. This relationship was
then inserted into Equation 9 to obtain the necessary temperature and salinity gradient relationship that
was used in establishing the internal threshold salinity gradient.

The dynamic stability criterion that is employed at both the upper and lower NCZ interfaces is based on
an empirical relationship derived from Neilsen and is referred to as the Neilsen boundary condition [8].
This empirical relationship is given as follows:

G, =A-G® Eq. (11)

where: A is set at 28.0 (Kg/m*) - (m/K)®

Development of Temperature Profile Equations

The nodal equations assume the thermal exchanges that take place between the various zones within the
solar pond can be adequately represented by a transient one-dimensional model. Thermal properties of
the pond are assumed to be uniform within each of the pond’s zones. Using these assumptions,
temperature changes, resulting from thermal exchanges within the pond, can then be represented by a
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Figure 3. Comparative plot of the SGF interpolating function with actual data.

system of algebraic equations which explicitly solve for the temperature at node (i) and time (j+1) in
terms of nodes (i-1, i, i+1) at time (j). These equations are derived by representing Fourier's heat
conduction equation by a system of one-dimensional forward-difference equations (where x is positive
in the downward direction from the surface at x = 0.0).

Since the UCZ is essentially uniform in temperature it is represented by a single node. It's average daily
temperature is set equal to the ambient air temperature (T,) which establishes the boundary condition for
the initial node. The LCZ is similarly treated by assuming no temperature gradient throughout the zone.
Solar radiation reaching the depth of the NCZ-LCZ interface, and beyond, is assumed to be completely
absorbed within the LCZ. A ground zone (GRZ) is modeled, in the same fashion as the NCZ, by a
representative nodal network that continues to a depth where it can be reasonably assumed that a constant
ambient temperature exists.

UCZ-Nodal Equation:
T, = T Eq. (12)

UCZ-NCZ Interface Nodal Equation: ]
Toju = T, ,(1-2Fo-2Fo *Bi)+2Fo +(T, ,+Bi~ Tocz)* 2&}; o *Uiny~lany)  Eq. (13)

NCZ Interior Nodal Equations:
. & +Fo

7;.’.,] = T;J'(l -2Fo) + Fo-(T:’u-o- "‘J) + "K . (II-I’N-"‘WJ) Eq (14)
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NCZ-LCZ Interface Nodal Equation: o
2Bi-Fo

(3

T

njel

= T,,(1-2F0-2F0 *Bi) +2F0 *(T,_, +Bi * T,p,) + ;) Eq. (15)

* (I--m., ne3fi2

LCZ Interior Nodal Equation:

H
Tezsa = Tuey* U2 ¢ H- (Lo )+ = (g * @)

Eq. (16)
dt-h
where H = :
Lmopo i »
LCZ-GRZ Interfacial Nodal Equation:
Ty = Ty, (1-2F0-2F0 +Bi) + 2Fo (T, + Bi * T} ) Eq. (17)
GRZ Interior Nodal Equation:
T,,, = T,;-(1-2F0) + Fo+(T,, ,+ T, ,) Eq. (18)

In the above equations Tyc;; and T,; are the bulk temperatures of the UCZ and LCZ at time (j),
respectively, Fo is the Fourier Modulus, and Bi is the Biot modulus. The heat transfer coefficient is set
at 263 W/m?-°C and is assumed to be the same at both interfaces. This value is derived from
consideration of the empirical relationship developed for two horizontal plates.

Dvl N I [slv' E ﬁl E .

The salinity profile is derived from the solution of a transient one dimensional partial differential equation
wherein the rate of salinity change is presented as a function of the temperature dependent solutal
diffusivity (Ks) and the rate of change of salinity with respect to depth in the gradient zone. After the
salinity profile is calculated for each progression in temperature profile it is checked to ensure that the
stability criteria at both the upper and lower boundaries as well as within the NCZ are satisfied. If the
boundary stability criterion at either the upper or lower interfaces is not met the boundary is repositioned
until the stability criterion is satisfied. If the internal stability criterion is not met the run is simply
terminated with the creation of a file containing the last temperature and salinity profiles. Changes to
the salinity profile are based upon a numerical solution of the following differential equation describing
the time dependent behavior of the salinity profile in the absence of any fresh water or brine injection into

the UCZ. as _ 1 d S, oT
' il Ko [ Zas .50-2) 22 Eq. (19)
% RQ az{ ke [a *Spe S az] }
where: R(@@) = the ratio of surface area at depth (z) to the surface area at the top
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of the NCZ. This term only has sigificance in small ponds with
sloping side walls.

Ks = the temperature dependent solutal diffusivity of NaCl which
represents the rate of molecular diffusion of NaCl in the
presence of a salinity gradient.

S = is the Soret coefficient reflecting the secondary salt transport

process that occurs in the presence of a temperature gradient.

The above equation has been simplified by considering that the Soret coefficient for NaCl solutions is of
the order of 1x10° 1/K to 3x10° 1/K and that for most salinity gradieats it’s contribution to salt transport
will be relatively small. This was evidenced in analyses performed at Ohio State University, where the
observed salt transport differed from the calculated salt transport, using Equation 19 without the S; term,
by less than 10% [8].

The second simplifying adjustment made to Equation 19 reflects the relative constancy of the solutal
diffusivity coefficient, Ks, with variations in salinity concentrations. Generally, K; is dependent upon
both the temperature and salinity of the solution. However, for NaCl solutions the variance of K with
salinity, over the salinity range of 0% to 30% by weight is negligible for purposes of this work. The
dependence of Ks on temperature, however, results in an increase on the order of 400% over
temperatures ranging from 5°C to 90°C. Therefore, a functional relationship was derived in the form
of a second degree polynomial from data obtained from the Department of Interior’s Office of Saline
Water [7].

K,(T) = (T% +95.56T +2920.9) -9.23 X 10" (m/hr) Eq. 20)

Finally, the term containing information on the physical aspects of the pond walls (i.e., R(2)) is only
important for small area ponds. Generally, the presence of sloping walls in a solar pond decreases the
salinity gradient at the upper Jevels of the NCZ. It has been found [8] that for solar ponds with an area
of 10,000 m? and a geometric factor of approximately .05 (defined as the ratio of NCZ thickness to pond
length multiplied by twice the cotangent of the wall’s angle with horizontal) that the maximum difference
between an analysis with and without the effects of the wall slope on the salinity gradient taken into
consideration is 5%. The geometric factor for UTEP’s solar pond is approximately .09 (assuming a
characteristic pond length of 64 m, a NCZ thickness of 1.5 m, and an angle of 300 from horizontal)
which gives, from interpolation of plotted data, a maximum difference in salinity gradient of
approximately 10%. The error introduced by excluding this effect is partially offset by the fact that the
Soret coefficient is not included in this analysis. In light of the above considerations the diffusion rate
equation can be reduced to the following;

B g .55 e _ Eq. 21)
o az? m?-day
where: K; is expressed in the solution as a temperature dependent parameter whose

functional relationship is given by Equation 20.
This equation was numerically approximated in a manner similar to that used in developing the solution

for the temperature profile. A nodal network, with internodal distances corresponding to that used in the
determination of the temperature profile, was constructed with nodes placed at the upper and lower
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interfaces of the GRZ. The forward difference equations for the salinity profile nodes are given as
follows:

Boundary:
2 . (22)
N AX' - - N L] - L] Eq (2
sl ][] e
Internal:
ar |, | ax; A ) . @)
B {Ax:] ' [‘E K “*] o P Sk
UCZ Node:
S, =8, +(5, -85 ) 2K,) —2 Eq. (24)
1J+1 14 2 “\wg L AX' . Lucz
where: S = the salinity expressed in terms of concentration (i.e., kg/m’)
K. = the solutal diffusivity expressed in m?/Day at the interface
temperature.
K., = the solutal diffusivity at the upper node’s temperature (m*/Day).
K. = the solutal diffusivity at the lower node’s temperature (m*/Day).
Lic = the upperzone thickness.

Discussion of Resul

Two validation runs were performed to assess the accuracy of the computed temperature profile over a
span of time. A summer month (i.e., August, 1989) and a winter month (i.e., November, 1989) were
selected and actual measurements, to the extent available, were collected.

August 1989 Validation Run:  Actual measurements taken at the UTEP research pond were used for
the daily ambient temperature, heat extraction from the storage zone, daily solar insolation, and weekly
pond profiles for temperature and salinity. The run period extended from August 2, 1989 through August
31, 1989 for a total of 30 days. A plot of the calculated temperature profile on the last day is plotted
against actual temperature readings taken on that same day. As can be seen from the comparative plot,
Figure 4, a close correlation of computed temperature with actual temperature exists throughout the NCZ.
Only a slight variance between computed and actual storage zone temperatures exists (about .97°C or
1.3% from actual).

November 1989 Validation Run: In this run an initial temperature profile was constructed from pond
measurements taken on November 7, 1989. During the run period, which spanned 22 days (from 11/7/89

through 11/28/89), the salinity gradient was not sufficiently steep at the upper and lower boundaries and
an adjustment to the thickness of the primary gradient region was necessary.
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Figure 4. Comparative plot of temperature profiles for 8/31/89.

A comparative plot of the computed temperature profile on the 28th day along with actual measurements
is provided in Figure 5. As with the previous August run, the results correlate well with measurements
taken at the pond. The temperature variance at the mid point in the storage zoné is 5.0°C (.e.,
approximately 10.0% of actual). This higher variance is primarily due to the fact that the LCZ exhibited
a pronounced temperature stratification (which was not modeled) during this period of time. The
resulting salinity profile, derived from this temperature profile, is presented in Figure 6. As previously
mentioned, a boundary adjustment occurred at both the upper and lower NCZ interfaces in order to
satisfy the boundary stability criterion.
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Figure 5.  Comparative plot of temperature profiles for 11/28/89.
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CONCLUSIONS

The double diffusive transfer processes typical of a salinity gradient solar pond was represented by a
system of coupled finite difference equations to simulate the interdependency of the ponds temperature
and salinity gradients. A number of simplifying assumptions can be readily made to allow for an easily
generated solar pond numerical model that will provide a reasonable first order prediction of changes in
temperature and salinity profiles, bulk temperature changes in the ponds storage zone, and changes in the
thickness of the gradient zone. This modeling approach may be used for predicting attainable storage
temperatures, gradient zone maintenance schedules, and salinity concentration requirements. It is
applicable to a variety of conditions for purposes of determining the economic viability of a new solar
pond and could be employed in the operational planning of currently operating solar ponds. The results
also provide valuable insight into the salinity profiles which need to be installed in order to maintain a
stable thermal stratification in an established solar pond (for a given storage zone temperature associated
with a given application). Further, the time variance calculation of the profiles provides useful
predictions of the salinity gradient modifications which need to be accomplished during the time evolution
of the operating pond in order to sustain operation.
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ABSTRACT

SINDA/FLUINT has been found to be a versatile code for modeling acrospace systems involving
single or two-phase fluid flow and all modes of heat transfer. The code has been used successfully at the
Johnson Space Center (JSC) for modeling various thermal and fluid systems. Features of the code which
have been utilized include transient simulation, boiling and condensation, two-phase flow pressure drop,
slip flow, multiple submodels and depressurization. SINDA/FLUINT has been used atJ SC to support the
Space Shuttle, Space Station Freedom and advanced programs. Several of these applications of
SINDA/FLUINT at JSC are described in this paper.

SINDA/FLUINT is being used extensively to model the single phase water loops and the two-
phase ammonia loops of the Space Station Freedom active thermal control system (ATCS). These models
range from large integrated system models with multiple submodels to very detailed subsystem models.
An integrated Space Station ATCS model has been created with ten submodels representing five water
loops, three ammonia loops, a Freon loop and a thermal submodel representing the air loop. The model,
which has approximately 800 FLUINT lumps and 300 thermal nodes, is used to determine the interaction
between the multiple fluid loops which comprise the Space Station ATCS.

JSC has also developed several detailed models of the flow-through radiator subsystem of the
Space Station ATCS. One model, which has approximately 70 FLUINT lumps and 340 thermal nodes,
provides a representation of the ATCS low temperature radiator array with two fluid loops connected only
by conduction through the radiator face sheet. The detailed models are used to determine parameters such
as radiator fluid return temperature, fin efficiency, flow distribution and total heat rejection for the baseline
- design as well as proposed alternate designs.

SINDA/FLUINT has also been used at JSC as a design tool for several systems using pressurized
gasses. One model examined the pressurization and depressurization of the Space Station airlock under a
variety of operating conditions including convection with the side walls and internal cooling. Another
model predicted the performance of a new generation of manned maneuvering units. This model included
high pressure gas depressurization, internal heat transfer and supersonic thruster equations. The results of
both models were used to size components, such as the heaters and gas bottles and also to point to areas

where hardware testing was needed.
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INTRODUCTION :

Use of the Systems Integrated Numerical Differencing Analyzer (SINDA) analysis tool has
expanded steadily over the years since its origin in the 1960's. The Fluid Integrator (FLUINT) code
added significant fluid system analysis capabilities under a NASA Johnson Space Center (JSC) contract in
1985 (ref. 1). Since then, analysis applications for the code have increased in scope as well as in number.
At the Johnson Space Center, SINDA/FLUINT has been used to solve both steady state and transient
thermal/ hydraulic problems involving single and two-phase fluid flow with heat transfer. Conduction,
convection and radiation have been modeled in simple and complex systems alike. Models have ranged
from a few nodes to a few thousand nodes. SINDA/FLUINT has been used at JSC to support the Space
Shuttle, Space Station Freedom (SSF) and other advanced technology programs. The code has been used
in the conceptual design, detailed design, test and performance verification phases of these programs.

The Space Station Thermal Control System (TCS) consists of both passive thermal control features
and active fluid loops to transport heat. The power system uses a single-phase ammonia cooling system
and the habitable modules use single-phase water loops to gather heat from racks filled with equipment.
The internal thermal control system (ITCS) water loops transfer their heat to one of three external thermal
control system (ETCS) two-phase ammonia loops which dump the heat to space. Figure 1 shows a
schematic representation of the Permanently Manned Capability (PMC) Space Station Freedom and
indicates the location of some of the TCS features. Thousands of SINDA/FLUINT CPU hours have been
logged analyzing the various Space Station Freedom Thermal Control Systems during the design phase,
and this use will continue into the operational phase since SINDA/FLUINT is the official code used for
Space Station Integrated Thermal Analysis. SINDA/FLUINT submodels developed by various system
designers are integrated and run at JSC in order to analyze integrated system performance under various
nominal and off-nominal conditions.

Other more detailed SINDA/FLUINT models have been built of particular components of the SSF
Active Thermal Control System (ATCS), particularly the ETCS radiators. These radiators have undergone
several redesigns in order to improve performance and reduce weight, cost and assembly time.
SINDA/FLUINT has been used in these design trade studies in order to evaluate potential alternate
designs. One such study, which will be described here, looked at ways to prevent the radiators from
freezing when subjected to an environment temperature substantially below the freezing point of the
ammonia working fluid.
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Figure 1: PMC Configuration of Space Station Freedom
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Ideal gas systems are another area in which SINDA/FLUINT has been used successfully. Using
the "volume flowrate set" (VFRSET) feature in SIl_\IDA/PLUINT to model a vacuum pump, the Space

Station airlock has been modeled during depressurization and hyperbaric operations. Other features of the
code have been used to model the storage tank and thrusters of a new manned maneuvering unit.

SPACE STATION FREEDOM INTEGRATED THERMAL ANALYSIS
SINDA/FLUINT has been utilized in support of Space Station Freedom Integrated Active Thermal

Analysis. This task is responsible for integrating SINDA/FLUINT math models of all space station active
thermal control systems and analyzing the resultant math model under a variety of conditions. Analyzed

conditions include nominal and off-nominal operations.

Analysis of nominal operations generally consists of utilizing a time variant applied heat load and
environmental conditions and determining if the system response is acceptable. Off-nominal analysis
would consist of such conditions as pump failures, control system failures, imbalances between applied
and rejectable heat loads, and system startups/shutdowns. The SINDA/FLUINT models have been used

to analyze all of the above transients. The SINDA/FLUINT models will be briefly described and examples
of problems solved will be given.

SINDA/FLUINT Model Descriptions

The SINDA/FLUINT models utilized consist of two basic types - the models of the internal
habitable modules (internal thermal control system - ITCS) and the models of the external two-phase
ammonia heat transport system (external thermal control system - ETCS). The models of the internal
systems consist of the United States resource nodes, the United States habitation and laboratory modules,
the Japanese experiment module, and the European Space Agency Columbus module. For all modules,
both a detailed and a simplified version of the models have been developed.

The modeling philosophy utilized for the detailed ITCSs is to provide sufficient resolution so that
the exit temperature of each experiment rack or equipment rack can be determined and the majority of
conceivable configurations and transients can be accurately modeled. The transient responsc time is also
considered in order to accurately predict the energy wransport to the ETCS. The models do not consider the
temperatures of the individual coldplates within a rack, of which there can be from 4 to 8 in each rack.

The nodalization for detailed models typically consists of 150 to 200 FLUINT nodes. These models are

used to evaluate system cooling, controls stability, pump sizing, and off-nominal performance.

For the simplified ITCS models, the response desired is the overall module response to total
module heat load changes. The simplified models are typically used to provide more realistic boundary
coo'c‘ldiﬁons for the ETCS. Therefore, the nodalization can typically consist of fewer than 20 FLUINT
nodes.

d Sta abitation and Laborato and Model Description
The U.S. habitation (U.S. Hab) module is the primary ki ing quarters for the Space Station
occupants, while the laboratory (U.S. Lab) module is the primary Ug. location for research. Both
modules utilize an ITCS architecture that nominally acts as a two-loop system but is capable of being
reconfigured as a one-loop system (Figure 2). When in two-loop mode, the section connected to the low
temperature interface heat exchanger (IHX) is termed the LT branch and the section connect to the
moderate temperature [HX is termed the MT branch. The two-loop to one-loop architecture is prevalent
onboard the Space Station, being utilized by all U.S. modules and currently being considered by the
International Partners.
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The U.S. Hab/Lab system uses a System Flow Control Assembly tg maintain a constant pressure
drop between the rack supply and the rack return lines. The maintenance of the constant "delta-p” helps
ensure adequate flow to each rack. The flow 1o a particular rack is controlled by the Rack Flow Control
Assemblies which monitor either temperature or flowrate, depending on the particular type of control
desired. Variation of a rack's flowrate is necessary to conserve power since not all racks will require
cooling at all times. The U.S. Hab/Lab system also includes a regencrativc heat exchanger that is used to
ensure that the water entering the MT branch is above 60°F (15.5°C). The 60°F setpoint was chosen since
the Space Station maximum allowable dewpoint is 60°F, thus precluding condensation on the MT branch
of plumbing and saving the expense of insulating the entire system. Each Interface Heat Exchanger (IHX)
has a bypass line that is used to maintain a desired overall IHX outlet temperature.
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_>l Bypass S {1 por rack) Assembly
[\
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Regenerative Heat Exchanger
Figure 2. United States Habitation/Laboratory Functional Schematic

The FLUINT models of the habitation and laboratory modules are similar, the primary difference
being the number of payload and system racks. The level of detail is such that all racks are modeled as
well as important control systems. Figure 3 provides a schematic showing the number and location of the
FLUINT components for the U.S. Laboratory module.

For the U.S. Lab model, most fluid line lengths and sizes have been defined and have been
incorporated. The locations of elbows and some connections have not yet been defined. The control valve
characteristics, such as k-loss and flow areas, have been defined for the Rack/System Flow Control
valves. The characteristics for the remainder of the valves are not yet defined. The Rack/System Flow
Control valve is a sculpted ball valve with a variable k-loss. This action is modeled within FLUINT by
altering both the valve angle and the k-loss value, The thermal mass of the equipment in each rack is
accounted for by including a SINDA thermal node equivalent to 30 Ibm (13.62 kg) of stainless steel,
though the actual mass of equipment in each rack is currently unknown.
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The fluid pump head curve has been defined and is incorporated into the FLUINT model. The
FLUINT pump model is strictly valid only in the first quadrant of operation, i.c. windmilling, reverse
flowactc., can not be predicted. The model can predict changes in pump operation due to changes in
speed.

Rack Flow Control Assemblies

7|

\-7

System Flow —_— W
Control Assembly T
Pump ®

T \ Filter \

B
4

FLUINT TANK

FLUINT JUNCTION

O
)
’“ D RACK (FLUINT TANK)
. = s X MODULATING VALVE
NC. NORMALLY CLOSED
]
o

NON-MODULATING VALVE

NO. NORMALLY OPEN
P4  NON-MODULATING VALVE

—  FLUINT PATH
Figure 3. FLUINT Nodalization of the United States Laboratory Module ITCS
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The model of the U.S. Hab maintains the same level of detail, though the number of FLUINT
components is reduced since the U.S. Hab has fewer racks.

The resource node contains the primary command and control avionics for the Space Station. The
resource node ITCS cools the resource node 2, resource node 1, airlock and Pressurized Logistics Module
(PLM). The PLM can be located at either resource node 1 or resource node 2. Since the airlock, resource
node 1 and PLM are attached at different stages of the Space Station construction, and possibly at different
locations for the PLM, several distinct configurations of the resource node ITCS exist. This variability
forces special modeling considerations for the resource node and will discussed below. The architecture
of the resource node is the most developed at this time since the resource node will be the first habitable
module launched. Therefore, the FLUINT model of the resource node is the most complex and also the
most useful for predicting ITCS performance.

The ITCS for the resource node is a simplified variant of the ITCS for the U.S. laboratory module
discussed above. Unlike the U.S. Hab/Lab systems, the equipment in the resource node is normally
always on. Therefore, the need to provide a variable flowrate is not present. The ITCS developers have
chosen to use an orifice to control the flow to each rack with the coolant pumps set to a constant speed.
There are some active components associated with the resource node, the primary ones being rack flow
control valves associated with the PLM. These valves will modulate to maintain a constant exit
temperature for each PLM rack. Also associated with the PLM is a modulating delta-pressure valve which
acts to maintain a constant pressure for the inlet header to the PLM racks.

The detailed FLUINT model of the resource node uses the same component descriptions and
modeling as the U.S. Hab/Lab due to common hardware. Such items as IHX bypass valves, RHX
modeling, and pump modeling are identical. The modeling of the rack is also the same. Modeling specific
to the resource node involves the level of detail of the plumbing and the variability in the configuration.

The geometry of the resource node is established sufficiently such that three-dimensional isometric
drawings, with dimensions, have been generated. These drawings allow for a more accurate definition of
ITCS line length. Also, the pressure drop effect of elbows and bends can be estimated using the effective
length approach. Though the FLUINT model does not yet consider the effect of fluid connectors, such as
tees and quick disconnects, the actual connectivity of the ITCS can now be included into the model, with
the pressure drop data included when available.

The variability of the resource node configuration results in four unique configurations, not
counting the position of the PLM. The multiple configurations of the ITCS are accounted for by utilizing
the capability of FLUINT to include sections of input from predefined external files. Each module is
contained in a separate input file and included as necessary to create the ITCS connectivity of the particular
configuration. The use of external files allows for easy maintenance of the various portions of the
resource node ITCS model. Should a particular module change, only the model of that module need be
altered to make the change effective for all configurations. The altenative would be to make changes to as
many as eight separate models, which could lead to errors in implementation.

The Intenational Partners, the European Space Agency (ESA) and the National Space
Development Agency of Japan (NASDA), are currently in the process of re-designing their respective
ITCSs. The baseline design for both is a one-loop system with temperature controlling bypasses. The re-
design efforts are due to problems in meeting Space Station thermal load management goals. The final
cqﬁﬁgu:lration will not be known for several months, however some of the basic components will probably
still exist.

The ESA ITCS is similar in concept to the resource node ITCS. The coolant flow to each primary
payload rack is controlled via an orifice. In parallel with the racks is an avionics heat exchanger. The
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outlet temperature of the avionics heat exchanger is controlled to a setpoint by a modulating valve. The
operation of the valve will cause pressure variations at the inlet of the heat exchanger and also the payload
racks. The coolant pump's speed is controlled to maintain a constant pressure at the inlet of the racks.

The NASDA ITCS contains several dedicated cooling loops which interface with the main cooling
loop via heat exchangers. Of particular interest is a Freon cooling loop which services an external
platform. The ability to model multiple fluids, while not unique to FLUINT, enhances the range of
problems that FLUINT can be applied to. The NASDA ITCS has a combination of orificed and actively
controlled payload rack locations. Pump speed is controlled based both on pressure and temperature
inputs. _

Models of several proposed International Partners ITCSs have been created and utilized to perform
analysis. The analysis has concentrated on verifying the general acceptability of proposed design changes
and will be discussed in more detail below. SINDA/FLUINT has shown to be a very versatile and well-
behaved analysis tool during the course of these numerous modifications.

The External Thermal Control System (ETCS) is the primary method for transporting the waste
heat generated within the habitable modules for ultimate rejection to space. The ETCS is a two-phase
ammonia system with several unique components such as the Rotary Fluid Management Device (RFMD),
Back Pressure Regulating Valve (BPRV), and cavitating venturies. Additional components include two-
phase ammonia to single-phase water heat exchangers, condensing radiators, a bellows accumulator, two-
phase coldplates, and associated plumbing. The ETCS has three scparate cooling loops, two Low
Temperature (L T) loops operating from 33 10 39°F (1 to 4°C) and one Moderate Temperature (MT) loop
operating from 55 to 62°F (1310 17°C) . Figure 4 provides an ETCS functional schematic for the Man
Tended Configuration of SSF-.
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Figure 4. ETCS Functional Schematic for the Man Tended Configuration
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The system operation consists of the RFMD suppling slightly subcooled ammonia liquid to a
distributed system of heat exchangers. The flow to each heat exchanger, and therefore the ultimate heat
acquisition capability of each heat exchanger, is controlled by a cavitating venturi placed at the inlet of each
heat exchanger. The downstream pressure is controlled so that the ammonia will be very close to the
saturation point after exiting the cavitating venturi. With the addition of heat from the internal modules, the
ammonia begins to boil, enhancing the heat transfer process. The heat transferred to the ammonia is
controlled so that the maximum ammonia vapor quality is no greater than 90%. The resulting two-phase
mixture returns to the RFMD.

The RFMD consists of a stationary outer housing with a rotating inner housing that acts to separatc
the two-phase mixture into vapor and liquid components (Figure 5). The ammonia vapor is plumbed to
the condensing radiators where the acquired heat is rejected to space. The condensate then retumns to the
RFMD where its temperature is increased and then pumped back out to the module's heat exchangers. The
pumping action of the RFMD is via immersed pitot probes which convert the rotational energy into a static
pressure rise, thus providing the necessary pumping power. The RFMD maintains an internal liquid level
by means of a level pitot which acts to pump excess fluid to the bellows accumulator.

Resaturation Pitot
Thermal Barrier
/ Thermal Barrier Passages

v E3 Two-phase

Evaporator Supply
Pitot

Two-Phase Return
from Evaporators

Warm Liquid
vamr supply 5 ekl . Cold Uqud
to Radiators . D Vapor

To Evaporators \

Accumulator

To Accumulator Pitot arm Side

Figure 5. Rotary Fluid Management Device Schematic

Cold Side

Since the ETCS is a two-phase system, the operating pressure controls the operating temperature.
The Back Pressure Regulating Valve is designed to passively control the pressure in the RFMD. The
BPRYV does this through a combination of spring and servo action (Figure 6). The system is also capable
of changing operating temperatures by altering the relative spring forces inside the BPRV, thus temporarily
affecting the heat rejection rate and raising or lowering the system pressure.

The modeling of the ETCS can be broken down into two distinct portions; the first being the
modeling of the pump module assembly (RFMD, BPRV, and bellows accumulator) and radiator and the
second being the remainder of the system (main plumbing, cavitating venturies, and module heat
exchangers). The model of the pump module assembly consists of a detailed description of the RFMD,
BPRY, and bellows accumulator. The model considers the physics of the RFMD by determining
parameters such as the induced gravity head due to the rotation, pumping power from the pitot probes, and
internal liquid levels. The model of the BPRYV uses the internal geometry, including spring forces and
internal bellows areas, to calculate the forces on the primary pressure control valve. The condensing
radiator model is of moderate detail and accounts for thermal interactions between the parallel flow
passages.
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Figure 6. Back Pressure Regulating Valve Schematic

The model of the remainder of the system includes geometrically correct representations of the
ETCS plumbing lengths, internal diameters, and plumbing routing. The correct geometry is critical to
allow for accurate predictions of system pressurc drops. The model takes advantage of the recently
included option in FLUINT to determine pressure drops based on the flow regime.

Models of the cavitating venturies and module heat exchangers are also included. Due to the
geometrically difficult phenomenon of the cavitating venturies, they are modeled utilizing a vendor
supplied equation applicable for nominal conditions. Determination of cavitating venturi response during
off-nominal conditions is stll being investigated. The module heat exchangers arc modeled as a single
heat acquisition point since no details regarding the heat exchanger geometry arc currently available.
Figure 7 provides the FLUINT nodalization of the Moderate Temperature Loop for the Permanent Manned
Capability configuration. The Low Temperature Loop's nodalization is similar.

Summary of Analyses Performed with the SSF Integrated ATCS Models

The models described above are used to analyze the Space Station active thermal control systems in
both stand-alone and integrated modes. In stand-alone mode, the models are usually used to investigate
control system dependencies, system pressure drops, and internal effects due to specific external
conditions. These models have assisted in the detection and quantification of several system performance

issues for both the United States and the International Partners.

For the United States modules, the models identified a mal-distribution of module waste heat onto
the ETCS which could have caused an overload of the ETCS. Following a re-design of the U.S.
modules, the FLUINT models assisted in control system development for the Resource Node. Also, the

models were used to identify a potential water vapor condensation problem on a portion of the plumbing

229



that was un-insulated. The models were used to evaluate various options and to quantify the heat load
value at which condensation became a potential problem.

NASDA
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HEAT ACQUISTION POINT

COLDPLATES

NOmOoQO

Figure 7. FLUINT Nodalization of the Moderate Temperature Loop for PMC

For the International Partners, the models identified a similar mal-distribution of module waste heat
that violated Space Station operating specification. Several IP proposed options were modeled and
evaluated as to the option's ability to meet station requirements. Additionally, the models have been used
to evaluate control system stability.

In the integrated mode, the models have identified several key system issues and been used to
analyze system operation at off-nominal conditions. One system issue identified was the inadequate heat
load placed on one of the loops of the ETCS during early operations. The ETCS nominally consists of
three loops - two Low Temperature and one Moderate Temperature. The Low Temperature loops are the
first activated during the early stages of space station construction, when the total heat loads are the lowest.
The pump module assembly requires a minimum amount of heat load (about 1.5 kW) to ensure adequate
operation of the BPRV. Integrated analysis showed that only about 1 kW of thermal load was present on
one of the Low Temperature loops during certain portions of station construction. The integrated models
were used to devise methods to shift heat load from one Low Temperature loop to the other by altering the
operating temperatures. Also identified by analysis in the integrated mode was the possibility of ammonia
freezing in the condensing radiators due to low heat loads and cold external environments. The radiator
manufacturer has confirmed this possibility and the design is being modified to account for freezing.

Off-nominal analysis has involved investigating the impacts to the system when operated at
elevated temperatures. Operation at elevated temperatures enhances the heat rejection capability but can
adversely impact the atmospheric temperatures inside the habitable modules. Since this change impacted
the habitable modules, a coordinated analysis effort with the module providers was necessary. The ease
with which the SINDA/FLUINT models can be changed allowed for rapid evaluation of proposed
operating points.
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The integrated models are currently being used to investigate the initial activation of the resource
node, which is the first habitable module attached to the Space Station, and the impact of ETCS flow
variations on both the ETCS and the internal modules. Other system responses being investigated are the
transient response to operating temperature changes and the impact of large heat load changes, such as
would occur during the re-activation of a module that was temporarily shut down.

DETAILED RADIATOR MODELS

n

Heat rejection in the Space Station ETCS occurs by condensation of ammonia in small diameter
tubes of thermal radiators that radiate the heat to deep space. The radiators are designed to reject a total of
82.5 kW of waste heat. Of this, 49.0 kW is allocated to the moderate temperature (MT) loop and the
remaining 33.5 kW is allocated to the two low temperature (LT) loops. The radiators are sized to satisfy
heat rejection requirements of the LT radiators at a worst case design environment. This leads to a total
heat rejection area of 4557 ft2 (423.3 m?) for the LT loop radiators. The permanently manned capability
(PMC) configuration of SSF has a total of 48 radiator panels grouped in 3 orbital replacement units
(ORUs) of 8 panels, on each side of the Space Station, as shown in Figure 1. Each radiator panel consists
of 22 thin-wall flow tubes manufactured of stainless-steel for ammonia compatibility. Each tube is 120.9"
(3.070 m) long and has an inner diameter of 0.067" (1.7 mm). The flow tubes are inserted in a tube
extrusion made of 6061-T6 aluminum alloy for high conductivity and low weight. Each tube extrusion is
0.67" (17.0 mm) tall with flat interfaces 0.232" (5.9 mm) wide on top and bottom. A very thin layer of
thermal adhesive (0.003", 0.076 mm) is used between the stainless-steel flow tube and the aluminum
extrusion to assure a good thermal contact between the two surfaces. The tube extrusions are bonded
between two 6061-T6 aluminum face sheets 120.9" x 104.0" (307 cm x 264 cm) and 0.01" (0.254 mm)
thick. The exposed surfaces of the face sheets are coated with a 0.005" (0.127 mm) thick film of Z93
paint for better radiative properties. Details of the flow tube and the extrusion are shown in Figure 8.
Face sheet 6061-T6 AL

Tube Extrusion :
Z93 coating

6061-T6 AL

Adhesive
0.003"

stainless-steel

Silver filled
epoxy

Figure 8 : Detail of the Tube Extrusion
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Two scparate sets of manifold tubes (manifolds A and B) carry vapor to and.return condensate from each
panel. Altemnate tubes in each panel are connected to one set of manifold tubes. A diagram of the flow
distribution to each panel in each ORU is shown in Figure 9. The manifold tubes at each end of the
radiator panels are enclosed by manifold cover plates made of 6061-T6 aluminum and are 5.28" (13.4 cm)
wide. The overall length of the panels including the manifold covers is 131.46" (333.9 cm). In order to
provide support for the face sheets and increase the strength of the panels, the space between face sheets is
filled with a layer of hexcel honeycomb material with a density of 3.1 Ib/fe3 (49.6 kg/m3). The
honeycomb is made of 5052 aluminum foil 0.0007" (0.018 mm) thick.

A moderate temperature (MT) ammonia loop (62° F, 16.6° C) flows through all port side radiator
tubes. Two low temperature (LT) ammonia loops (35° F, 1.66° C) flow through alternating tubes in the
starboard side radiators. No mass transfer occurs between the two LT ammonia loops, but they may
communicate thermally by conduction through the face sheet.

The size of the plumbing of SSF has been optimized to minimize the weight while maintaining the
pressure drop in lines at an acceptable level. Therefore, different size tubes are used in the LT and MT
loops. Table 1 shows a summary of the plumbing sizes used in this study. The 3 ORU's at each side are
pre-integrated on a section of the SSF truss in a folded position for easy transportation and can be
deployed on orbit. This requires that the radiator panels in each ORU be connected by flexible tubing that
can tolerate folding and unfolding. The manifold tubes of each panel in each ORU are connected to the

Vapor flow
to Manifold A . Condensate
V. flow L
toa:l:'l.'lifgld B * * Vapor
AllB
A orifice
ORU1 ORU 2 ORU 3

Figure 9 : Schematic of Manifolds and Radiator Panel Layout for one Wing
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Table 1: Plumbing Size Summary -

-

0.466 660 0586 720
0.952 66.0 120 720

0.466 720 |0.585 116.0
0.706 720 |0952 1160

0.346 200 |0.346 20.0
0.586 200 0.586 200 -

0.466 50.0 |0.466 50.0
0.952 500 0952 50.0

0.939 8.0 0.939 8.0
0.805 20 0.805 20
0.067 10.07 | 0.067 10.07

manifold tubes of the next panel in line by flex hose assemblies as shown in Figure 10. The flex hose
assembly consists of two pieces of flex hoses and a 180° bend tube section. The loss factor of the flex
hoses is estimated as 1.4/ft.

Description of the Detailed Radiator Models

The models described here were developed for detail analysis of the heat rejection system of the
ETCS. A simplified representation of the other ETCS subsystems was made in order to maintain size of
the models and save computer processing time. The models were developed on version 24 of
SINDA/FLUINT (ref. 1). Several models with various levels of detail were developed for each
configuration of SSF, for MT and LT radiators. However, this study is focused on the analyses
performed on the LT radiator models.

Several assumptions were made in developing the models used in the analysis of LT loop
radiators. The assumptions were made based on available information at the time the analyses were
conducted and the attempt was made to justify validity of these assumptions by comparing the results of
the analysis with available data. The water/ammonia interface heat exchangers (IHX) and coldplates (CP)
were modeled as point heat sources. The flow rate to cach evaporator was calculated by the model such
that at the maximum heat load the evaporator vapor quality was 0.8 for the heat exchangers and 0.9 for the
coldplates. The estimated pressure drop associated with each THX or CP was modeled by a LOSS element
in line with that IHX or CP.
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Figure 10 : Arrangement of the Manifold Tubes and Flex Hoses

The rotary fluid management device (RFMD) was modeled by two plena - one representing the
warm end set at saturation pressure corresponding to the desired set point temperature, and the other
representing the cold end set at subcooled condition. A pressure difference equal to the RFMD end-to-end
pressure difference (as reported by the manufacturer) was imposed on two plena. A saturated liquid flow
rate equal to the evaporator flow rate plus the RFMD bearing flow and the back pressure regulating valve
(BPRYV) servo flow was extracted from the warm end plenum. The vapor flow rate out of the RFMD was
calculated dynamically by performing an energy and flow balance on the RFMD. The vapor flow rate is a
function of the instantaneous heat load, set point of the RFMD, evaporator and condenser return flow
conditions, and bearing and servo flow rates. The vapor flow mixes with the BPRYV servo flow before
entering the radiator panels. The servo flow rate was assumed to vary linearly with total heat load on the
system from 0.022 GPM at maximum heat load to 0.015 GPM at minimum heat load (3.35 kW). The
BPRYV is designed to maintain the RFMD warm end pressure at the set point saturation pressure by
regulating the vapor flow rate. The BPRV opening (which determines BPRV pressure drop) is then
adjusted to allow sufficient vapor flow out of the RFMD. The model of the BPRV performs the same
functions for the normal operations of the system. The BPRV pressure drop in the model varies with
vapor flow rate in order to balance the RFMD end-to-end pressure drop. The model will signal if the
BPRYV reaches its maximum opening and can no longer control the set point.

Several versions of the radiator model with different levels of detail were developed for different
analyses. The alternating flow tubes in each radiator panel connect either to LT loop A or B. The flow
tubes and other lines and components corresponding to each loop were represented in a separate submodel
since no flow mixing occurs between the two loops. Each panel was then represented by models of one
flow tube from loop A and one from loop B which were thermally connected through conduction in the
face sheet nodes. Each flow tube was modeled by a HX macro with 10 segments in the direction of the
flow. The ammonia in each section was represented by a JUNC and the flow tube section was represented
by a TUBE with each lump downstream of each tube section.
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The condensation heat transfer coefficient in FLUINT is based on Rohsenow's correlation (ref. 2).
This correlation was developed for condensation in annular flows and uses the Martinelli parameter in
calculating the two-phase Reynold's number. Transition to single-phase liquid occurs at qualities less than
0.10 and accommodates the breakdown of annular flow into slug flow, using scaling parameters similar to
Shah's correlation (ref. 3).

Generally speaking, no single pressure drop correlation can produce accurate predictions of
pressure drop for all fluids and flow conditions. The prediction of pressure drop for micro gravity
conditions is even more difficult due to uncertainty about the exact flow regime. FLUINT offers a
homogeneous (default) and several two-phase pressure drop correlations by setting the IPDC (pressure
drop correlation selector) from 010 6. Based on the available information at the time of this study, the
Lockhart-Martinelli correlation (IPDC=2) was found to best approximate the available data and was used

in the models.

The schematic of the manifold tubes and flex hoses model for one panel is shown in Figure 11.
The loss coefficient and length of the flex hoses that connect the manifold tubes of the adjacent radiator
panels were given in Figure 10. A loss coefficient of 4.5 was used for for the flex hose assembly which
was modeled by a LOSS connector. Additional LOSS connectors were used to model the pressure drop at
the vapor manifold-to-flow tube tee and flow tube-to-condensate manifold tee.
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Figure 11: Manifold and Flex Hose Model
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The radiator panel face sheets and extrusion tubes were divided into 10 strips along the panel
length. The face sheet area corresponding to each tube segment was 4.73" (12.0 cm) wide, 12.09" (30.7
cm) long, and centered above the tube. The distance of 4.73" (12.0 cm) on the face sheet between the two
adjacent tubes modeled was divided into 9 nodes. This nodal break down allowed for determination of the
temperature profile of the face sheet between two tubes and eliminated the need for a pre-determined fin
efficiency for the radiator face sheet. The nodal breakdown of the radiator face sheet is shown in Figure
12. The mass of each tube segment was represented in the capacitance of the tube wall nodes which was
thermally tied to the fluid lump in that tube segment via a heat transfer tie. The flow tube inner wall node
was connected to the extrusion inner surface via conductance through the stainless-steel and tube adhesive.
The overall conductance of the extrusion tube, from its inner surface to its interface surface, was calculated
from a separate detail SINDA model of the extrusion tube. The extrusion interface node was connected to
the face sheet node via conduction through the adhesive. The extrusion tube nodes were also connected
axially to allow for axial conduction in the subcooled part of the tube. The face sheet nodes were
connected both laterally and axially. The thermal network of one segment of two adjacent tubes is shown

in Figure 13.
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Figure 12: Nodal Breakdown of Radiator Facesheet
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The mode! of the radiator panels was built by using the above described techniques and using 2
series of DUP's. The DUP option in FLUINT allows the user to simulate the présence of several identical
paths without actually modeling them. Each flow tube was DUPed 11 times to represent the 11 tubes per
loop in each panel. Each panel was then DUPed 8 times to represent one radiator ORU, and the ORU was
in turn DUPed 3 times for representation of the entire radiator array. Another model of the radiator system
was developed in which all 22 tubes in one panel were actually modeled. This model was used to study
flow variations among the tubes in each panel. A mode] was also developed in which each panel was
represented by two adjacent tubes DUPed 11 times, but all 24 panels were actually modeled. This model
was used for study of flow variations among radiator panels due to frictional pressure drop, effects of
different environments on each radiator, and effects of isolating some panels or ORU's.
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Figure 13: Nodal Breakdown of Radiator Flow Tubes

-flow iator 1

The baseline design of the ETCS radiators (described above) consists of two separate loops that
flow in alternating tubes of the radiators in the same direction. As a means of increasing the freeze
tolerance of the radiators, an alternative arrangement called counter-flow was considered in which the flow
in every other tube was in the opposite direction. The arrangement of the manifolds for the parallel
(baseline) and the counter-flow option are shown in Figure 14. In the counter-flow option, conduction
between loops through the face sheet is very important since the cold end (outlet) of each flow tube is
heated by the warm two-phase end of the adjacent tube(s). Results from this study will be presented in
addition to the results for the baseline design.
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Figure 14: Schematic of the Radiator Panel Manifolds for Parallel and Counterflow

Detailed Radiator Model Analysis Results
The models were analyzed at steady-state and transient conditions for a variety of cases as

described below. The Space Station configuration analyzed was the Man Tended Capability (MTC) stage
with only one of the radiator ORUs deployed.

238



The MTC configuration model was analyzed at 15 kW heat load and an equivalent effective sink
temperature of -50°F (-45.5°C). The heat load was equally split between loops A and B. The results for
the two loops were identical and are shown in Table 2. The results indicated that 2-phase ammonia with a
vapor quality of 0.967 at 29.3°F (-1.5°C) enters the radiators and exits as subcooled liquid at -32.7°F
(-35.9°C). 72.6% of the length of each flow tube was condensing and the rest was subcooling the flow.
The panel overall fin efficiency under these conditions was 0.762. The panel overall fin efficiency is the
ratio of panel actual heat rejection to ideal heat rejection if the temperature of all the face sheet nodes were
equal to the temperature of the hottest face sheet node.

Table 2 : Results of the MTC LT loop analysis
at -50° F sink temperature

Heat Load] Inlet | Inlet | Outlet Condensing
{KW] [Temp [F]| quality emp (F}| Fraction
15 29.37 0.967 327 0.726

Loop B}l 0.498 15 29.37 |0.967 -329 0.726

An effective sink temperatures of -95°F (-70.5°C) was used to represent a typical radiator cold
environment (no freezing). The results of the MTC configuration analysis for a 15 kW total heat load are
shown in Table 3. The results indicated that the ammonia outlet temperature was subcooled at -83.9°F

(-64.4°C).

The model was run for the same cold case conditions as above with a radiator counter-flow
configuration to examine the effectiveness of the counterflow design in raising the radiator outlet
temperature. The results shown in Table 3 indicated that the radiator outlet temperature was 84.5°F (47°C)
warmer for the counter-flow case. The ammonia temperature profiles in each flow tube for the parallel and
counter-flow cases are shown in Figure 15. The results indicated that although condensation was
completed faster in the counter-flow case, the subcooling of the condensate flow at the outlet was much
less due to heat leak from the 2-phase ammonia in the adjacent tube. The coldest ammonia temperature in
the counter-flow case was -60°F (-51.1°C) and occurred in the middle of the panel. The panel overall fin
efficiencies for the parallel and counter-flow cases were 0.54 and 0.55, respectively.

Table 3 : Resuits of the MTC LT loop analysis
at -95° F sink temperature
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Figure 15: Ammonia Temperature Profile in Flow Tube A for Parallel and Counterflow

Radiator Freeze Prevention Studies

Under low heat loads and very cold environments when the effective sink temperature falls below
the freezing temperature of ammonia (-108°F, -78°C), the fluid in the radiators may freeze. This leads to
very high local pressures inside the flow tubes when frozen ammonia begin to thaw. During the SSF
ETCS design process, the problem of radiator freezing (and subsequent thawing) was addressed. One
approach was to try to increase the radiator condensate return temperature in cold cases without limiting its
heat rejection capability in hot cases. Other approaches allowed the ammonia to freeze and thaw under

controlled conditions. Several of the options which were investigated using the detailed SINDA/FLUINT
radiator models are presented here.

Freeze Prevention by Radiator Pointing

The MTC configuration of SSF was analyzed thh two heat loads at transient conditions using a
cold case environment (orbit angle Beta=0°, beginning of life surface properties) and different radiator
orientations. The results are shown in Table 4. The coldest environment was the "edge-to-sun on the sun
side"/'edge-to-earth on the dark side" (ETS/ETE) orientation, which resulted in radiator freezing for some

Table 4 : Summary of the results of MTC configuration transient analysis under
cold environment at $=0, for different radiator panels orientation

PANEL \f Nof " Condensate return temp ]
ORIENTATION ( -of ;
\_sunside/darkside J\_Panels J™30, 0 T 115w
ETS/ETE 8 freezing freezing
ETS/FTE 8 -106 95 t0-100
FTE/FTE 8 -29 10 -51 .
45°-t0-earth 8 -62 o -75 -33 w -81
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parts of the orbit for both heat loads. The "face-to-earth on the sun side"/"face-to-earth on the dark side”
(FTE/FTE) orientation was the warmest environment, but resulted in a reduced heat rejection capacity of
the radiators on the sun side of the orbit. The results ‘ndicated that the situation was improved and
freezing was prevented as panel orientation was changed to face the earth on the dark side of each orbit.
However, the large pitch angle in the SSF torque equilibrium attitude (TEA) significantly limited the
possibility of radiator pointing to modifying the radiator environment, and resulted in environments that
were much colder. Therefore, this option alone was not sufficient to prevent radiator freezing.

CZC I'IY s p : iqui ing Radiators

Using the SINDA/FLUINT models, a study was conducted to examine the feasibility of other
options such as increasing the BPRYV liquid servo flow or electrically heating radiator flow tubes in order
to prevent radiator freezing (ref. 4). The 4-orbit cold case design sink temperature profile for Beta=0° and
TEA=0°, shown in Figure 16, was used in the study. The results of the study showed that increasing
BPRV servo flow had no significant effects on radiator outlet temperature. The change in radiator outlet
temperature was negligible even when BPRYV servo flow rate was increased by 20 times its normal value.
Next, the model was analyzed at 3.35 kW heat load with simulated electrical heaters bonded to the
extrusion tubes. The heaters were turned on only during the dark side of each orbit. The results indicated
that 5.28 kW of electrical power was required in order to maintain radiator outlet temperatures above -90°F

(-67.8°C). Use of that much power would have an unacceptable impact on SSF.
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Figure 16: Cold Case Sink Temperature Profile for Coldest Panel

v ith I- i
The counter-flow radiator design (described above) was anothet option that was considered since it
does not increase the weight of the radiators and does not require any additional components. This option
eventually gave way to a SSF design solution in which some of the condensate tubes were allowed to
freeze and thaw without bursting. For the SSF case, the freeze/thaw design solution was used since it
works even when one of the low temperature loops is not flowing; however, in other applications the
counter-flow option may be the best design solution to deal with radiator freezing.
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A case was run using the MTC model at low loads (3.35 kW per loop), using the coldest pancl
environment for Beta=0 and TEA=-45° as shown in Figure 17. The results of the analysis using the
parallel-flow (baseline) option are shown in Figure 18. The results showed that freezing of ammonia
occurred at sub-freezing sink temperature parts of the orbit. The results of the analysis with the counter-
flow model are shown in Figure 19. Unlike the parallel flow case, the coldest fluid temperature in the
counter-flow design occurs at the middle of the radiator panels since the condensate return flow at the
outlet of each tube is warmed up by the 2-phase flow at the inlet of the adjacent tubes. Figure 19 shows
the radiator condensate return temperature as well as the radiator coldest fluid temperature and indicates
that the freezing problem was eliminated by the counter-flow option.
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Figure 17: Coldest panel environment for MBS configuration
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Figure 18: Parallel-flow Radiator Exit Temp. (Beta=0°, TEA=-45°, 3.35 kW per loop)
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Figure 19: Counterflow Radiator Temperatures (Beta=0°, TEA=-45°, 3.35 kW per loop)

Detailed Radiator Models Summary

SINDA/FLUINT is a powerful tool for detailed analysis of complicated thermal and fluid systems.
The detailed models developed at JSC for the analysis of the Space Station ETCS radiators have been
essential in predicting performance of the radiators for many nominal and off-nominal conditions of
practical interest. The models have been used to study such design problems as responsc to orbital
environment transients and radiator freezing.

IDEAL GAS SYSTEMS

The Space Shuttle's ATCS, the SSF Internal Thermal Control System, and the flow of propellant
are all acrospace systems involving single-phase liquid flow. In addition to these applications, the filling

and evacuation of rigid containers by a gas is another situation where single-phase flows are encountered.

From thermodynamics, when a gas is compressed or expanded isentropically and adiabatically, its
temperature will increase or decrease, as described by the integrated, isentropic forms of the Gibb's
equation (decompression) or the first law of thermodynamics (compression) modified by the ideal gas law
[eqn. 1]. However, if this gas is contained in a non-adiabatic tank, heat transfer with the side walls will
affect the thermal response of the gas and the simple equations relating pressurc and temperature will be
- complicated. In general, the introduction of heat transfer terms into these governing equations prevents a

closed-form solution and a numerical model must be developed. The SINDA/FLUINT program can be
used to solve these problems.

The Basic SINDA/FLUINT Model
pressurization and depressurization of gaseous system. The gas storage container is represented by the
TANK option which allows calculation of transient pressure and temperature changes as mass is removed

from or added to the system. To account for possible environmental heat losses, the TANK is tied
thermally to a SINDA model (or an individual node) of the storage container by the use of a convection
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heat transfer (HTU) tie. The value of this tie must be determined for each specific application. System
flow rates are controlled by the MFRSET (Mass Flow Rate SET). The plenum (PLEN) is used to
represent an infinite source of supply gas or a reservoir to dump the exhaust gas. The TANK is connected
to the PLEN by an STUBE (Short TUBE) which can, if User Logic is employed, represent a pressure
drop device (such as a regulator or an orifice). The working fluid is modeled as an ideal gas by using
8000 series fluid data blocks.

To ensure that this model was properly developed, the predicted final temperatures were compared
against the theoretical results for adiabatic filling and isentropic, emptying processes for dry air. Fora
tank emptying process with constant thermophysical properties, the equation for the final temperature is
(ref. §),

T.
Tf=—77 [
Pivk
(7
where T is the final temperature, Tj is the initial temperature, P is the final pressure, Pj is the initial
pressure and k is the ratio of the specific heats.

For a filling process, the following equation may be used (ref. 6),

_ kP{TinTj
Ti={Pf-PDT; + kPiTin el

where Tip is the temperature of the inlet gas.

For the range of parameters to be considered here, the predicted results from the SINDA/FLUINT
model were within 0.5 °F (0.3 K)of the theoretical results of both equations. The slight discrepancy is due
to use of constant properties (k) in the theoretical equations, while the numerical model employs variable
properties. From this comparison study, it was felt that the model was properly developed for filling and
evacuation processes.

Simulates Pressure Regulator by
Pressure Gradient input
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Figure 20: Schematic of the Gaseous System SINDA/FLUINT Model
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Space Station Freedom Airlock

During the life of the Space Station Freedom (SSF), the crews will be required to perform a variety
of Extra-Vehicular Activities (EV As), in order to maintain the station. Before entering the vacuum of
space, the EVA teams will perform a variety of breathing exercises to condition themselves for the EVA.
Once these breathing exercises are completed, the crew enters the airlock, evacuates the chamber by using
a vacuum pump and journeys outside.

If during the EVA (or some other time) a crew member is exposed to a low pressure environment,
it is possible that he will experience decompression sickness (the bends). To avoid returning to
to provide quick medical eatment, the SSF airlock will be used asah ic treatment facility. To
perform this medical treatment process, the airlock is pressurized to 2.8 atmospheres and the affected crew
member(s) undergo a variety of breathing exercises. To reduce the high temperatures associated with
compression, a heat exchanger is included as part of the airlock hardware.

As evident from equations [1] and [2], the gases within the airlock will exhibit substantial changes
in temperature. In addition to fluid temperature variations due to pressure changes, heat transfer to the side
walls and heat removal by the heat exchanger will also affect system response. To understand how these
phenomena interact and affect the airlock gas temperature and pressure, a detailed model including all the
aforementioned effects was developed.

Figure 21 shows a schematic of the airlock which is depicted as a right circular cylinder, 6.22 ft
(2.00 meters) in diameter and 8.22 ft (2.50 meters) in length. Located on one wall of the airlock is a fan
and cross-flow heat exchanger assembly which is used to cool the chamber during hyperbaric operations.
é{]so included in this package is a centrifugal vacuum pump which is used to depressurize the chamber for
As.

Before a numerical model of this system could be developed, certain simplifying assumptions for
both the air and specific mechanical aspects of the airlock were made. These assumptions are listed below.

1) The gases within the airlock may be considered ideal. For the conditions examined here, the
compressibility factor (Z in most thermodynamics textbooks (ref. 6)) is nearly unity, indicating ideal gas
conditions. As a result, the thermophysical properties of gas considered varies only with temperature.
2) At any given time, the gas within the chamber is at a uniform temperature. That is, there are no
temperature gradients across the airlock gas.
3) Since the flow inside the airlock during the withdrawal process is low velocity and laminar, convection
effects will be ignored. On the other hand, during hyperbaric operations the fan is on and produces
substantial flow velocities. To account for this convection, the heat transfer coefficient will be the same as
that of the Space Shuttle.

_4) Due to the lack of gravity, there are no natural convection effects.
5) The gas is dry so heat transfer effects due to condensation are ignored.
6) The gas within the airlock is not a participating media.
7) The airlock is constructed out of 6061 aluminum and at a uniform temperature.
8) The heat exchanger is modeled using the NTU method (ref. 7).
9) There are no heat losses to the environment.

Figure 22 shows a schematic of the SINDA/FLUINT airlock model, which is the same as the
model shown in Figure 20 with several minor modifications. The gas is represented with the TANK
option and is tied to a single thermal diffusion (time-dependent) node which represents the airlock’s metal
mass so that convective heat transfer effects can be included. The PLEN represents cither the hyperbaric
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charging tanks or the vacuum of space. The MFRSET has been replaced by-a VFRSET (Volume Flow
Rate SET) to provide a more accurate representation of the vacuum pump.

The hyperbaric heat exchanger is modeled with its own loop, and more specifically with a pair of
junctions. To determine its heat removal rate, the following approach was taken. First, the NTU method
(ref. 7,8) was applied using the characteristics of a preliminary heat exchanger design (ref. 9) and its outlet
air temperature was determined. With the outlet thermodynamic state determined, the CHGLMP (CHanGe
LuMP) option was used to alter the current state to the new and more accurate condition and the HTRLMP
(HeaTeR LuMP) option was used to hold the current state. The HTRLMP option maintains the desired
thermodynamic state by supplying an appropriate heat load at the downstream junction.

822 #t
— -
Hyperbaric Hyperbaric
Heat Exchanger Hzg'eExchanger 6.22 ft
Intlow Vacuu
Pump !
Figure 21: Schematic of SSF Airlock.
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Figure 22: Schematic of the SINDA/FLUINT Airlock Model.
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The model was first used to predict the thermal response of the airlock gas as it is depressurized
from 10.2 psia (70.3 kPa) t0 0.5 psia (3.4 kPa). For this situation, three depressurization times were
considered: 5.0, 7.5 and 10.0 minutes. Since the hyperbaric heat exchanger does not operate during this
phase of airlock operations, the HTRLMP option was taken out of the model. In addition, since
convection is miniscule, the value of the heat transfer tic was set {0 Z€T0.

Figure 23 shows the predicted thermal response of the airlock gas for the three cases with an inlet
charge air temperature of 70 °F (294.3 K). Since there is no heat transfer for any of these cases, they all
reach the same minimum temperature of -235 °F (125 K). While these low temperatures may be :
encountered, it should be noted that the crew members will be suited and should remain unaffected.
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Figure 23: Predicted Airlock Depressurization Gas Temperature Response

The model was next used to determine the thermal response of the airlock gas during hyperbaric

. pressurization 10 2.8 atmospheres for three different cases with a pressurization rate of 13.2 psi/min (91.0
kPa/min), 70 °F (294.3 K) charge air and an equipment heat load of 1440 Watts. The first case
considered an adiabatic situation. The second case included convection with the side walls. Finally, the
last case considered the combined effect of the heat exchanger and convective heat transfer.

Figure 24 shows the predicted temperature response of the airlock gas for the three test cases
examined. These results show that heat transfer effects can substantially reduce gas temperatures.
Specifically, when convection is include the maximum temperature is reduced by approximately 50 °F
(28 K) while the operation of the heat exchanger reduces the maximurm temperature another S0 °F (28 K)
to a comfortable range.
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PREDICTED AIRLOCK GAS TEMPERATURE R‘ESPONSE
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Figure 24: Predicted Temperature Response for Three Different Heat Transfer Cases

During normal operations, the charge air tanks will be heated and cooled by radiative heat transfer
with the environment. It is estimated that due to this heat transfer, the temperature of the charge air may
vary from 70 °F (294.3 K) to 0 °F (255.4 K). As indicated by equation [2], for a filling process, the final
temperature is influenced by the incoming gas temperature, so it follows that charge air temperature will be
important during hyperbaric operations. To examine the effect of charge air temperature on system
response, four inlet air temperature were used: 10 °F (261 K), 30 °F (272.1 K), 50 °F (283 K), and 70 °F
(294.3 K). The charge air was used to pressurize the chamber to 2.8 atm at 13.2 psi/min while the heat
exchanger was operating.

Figure 25 presents the thermal response of the airlock gas during pressurization for the four charge
air temperatures. From these results it is clear that the temperature of the incoming air plays an important
role in chamber temperature response.

Airlock Model Summary and Conclusions

From this study, it was found that convective heat transfer is important in determining airlock gas

temperature. By using the heat exchanger , the severity of the high temperatures associated with the

compression processes will be lessened. Finally, depress temperatures are low but should be no problem
for suited astronauts.

The Simplified Aid for EVA Rescue Device

During the construction phase of the Space Station, astronauts will be required to perform many
long-duration EVAs. While conducting these EVAs, it is possible that an astronaut may become separated
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from the SSF tethers and float free. Since the Space Shuttle cannot mancuver safely in this construction
environment and retrieve the wayward astronaut, an alternative rescue approach must be employed.
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Figure 25: Predicted Response for Four Different Inlet Gas Temperatures

One possible rescue method employs the Simplified Aid For EVA Rescue (SAFER) system. Here,
before the EVA begins, a small thruster back pack is attached to the rear of the astronaut's space suit, and
then worn throughout the duration of the space walk. This back pack consists of four main propulsion
thrusters and 12 smaller course correction nozzles, all of which are fed high pressure, non-reacting gas
from a storage tank. Currently, the supply gas is xenon, since it requires the smallest containment vessel
compared to other candidate gases. Due to its high molecular weight, gas leakage is minimal (ref. 10). If,
during the EVA, an emergency arises, the SAFER system is activated, the astronaut fires the thrusters and
guides himself to a place of safety.

As can be shown by the governing equations for supersonic nozzle flow (ref. 11), the performance

of the SAFER thrusters depends almost exclusively on the thermodynamic state and propertics of the

- working fluid at the inlet of the propulsion nozzles which is supplied from the storage tank. Since mass is
removed from the storage tank during SAFER operation, expansion effects will cause the state within the
storage tank to change, ultimately affecting the inlet conditions to the nozzles. In addition, the gas storage
bottle radiates to deep space and cools (it may lose heat for six to ten hours before the the thrusters are
fired), creating lower tank pressures and temperatures which affect nozzle performance when the thrusters
are required. As aresult (and as will be shown), the choice of fluid and thermal response of the storage

tank have a significant impact on the performance, size and weight of the SAFER system.
Development of the Numerical Models

The SAFER system presents several unique heat transfer and thermodynamic situations which do
not lend themselves to simple closed-form solutions. First, the transient cooling of the storage tank by
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radiative heat transfer to deep space is described by a non-linear differential-equation, and except for a few
idealized cases cannot be solved. The SAFER system cannot be treated as an idealized thermal radiator,
since it also exhibits conduction and re-radiation, complicating the problem and making an analytical
solution impossible. Second, the propulsion thrusters are supersonic nozzles and their performance is
determined by nozzle inlet and storage tank conditions, but the storage tank pressure and temperature are
dependent upon the mass flow rate out of the thrusters. It is clear then from the above examples, that both
situations are quite complex and numerical models must be developed.

The first situation to be examined was the radiative cooling of the storage tank gas before the
thrusters are fired, since these results are important in the development and analysis of the thruster model.
This model considers the heat loss of the gas and gas containment system to deep space during the EVA,
before any propellant is used.

Figure 26 presents a simple schematic of the propellant tank. Here, the xenon gas is contained in a
rigid metal pressure vessel, which is protected from meteoroid impacts by a thin metal shield. The entire
apparatus is then placed in a holding mount within the plastic (maybe fiberglass) SAFER shell and
surrounded with Multi-Layer Insulation (MLI). The gaps between the spheres may be evacuated or filled
with MLI. The dimensions listed on this figure are only preliminary (ref. 11) since many factors (choice
of nozzle, amount of line heating, amount of gas), which have yet to be accurately determined, influence
the tank size.

SAFER
SHELL (D=7.5IN)

METEOROID
PROTECTION (D = 7.25 IN)
SHIELD

PRESSURE
VESSEL (D=7.0IN)

Figure 26: Schematic of the Storage Tank

Before the numerical model was developed, certain simplifying assumptions were made.
Assumptions were made for both the gas and its holding vessel and these are listed below.

1) The pressure vessel and meteoroid shield are constructed out of stainless steel.

2) Xenon is the only gas considered. The model will be developed so that other gases can be considered.
3) Preliminary weight estimates are; 16.0 Ibm (7.25 kg) for xenon, 10.6 1bm (4.80 kg) for the pressure
vessel, and 0.5 Ibm (0.23 kg) for the meteoroid shield (ref. 11).

4) The pressure vessel, meteoroid shield and SAFER shell are treated as concentric spheres. The
conduction and radiation conductors for this situation are found by the method outlined in reference 9.
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5) Only the worst case cooling situation will be considered. That is, there is'no incident radiation from the

Sun, SSF, Space Shuttle or Earth on any portion of the SAFER system.

6) MLI is used as the insulating material.

7) When appropriate, there is no conduction between spheres.

f_) No fluid is withdrawn from the tank, since this model examines the quiescent fluid before thruster
iring.

9) Radiating surfaces have an effective emissivity of 0.05.

The development of a SINDA/FLUINT model for the storage tank is 8 relatively simple task.
First, each piece of the storage tank assembly is considered a model node and its thermal capacitance is
determined (mass multiplied by specific heat). Next, the heat transfer conductors between the each node
are determined by using the methods outlined in References 1 and 7. With this accomplished, a boundary
condition (node) is set for deep space at - 460 °F (-273.2 K) and the FWDBCK method (ref. 1) is used to
determine the transient cooling process.

In order to understand what factors influence the radiative cooling of the storage tank and to
suggest appropriate control methods, several test cases must be examined. For the present study, five
cases were examined. Four of the five cases considered radiation as the sole means of heat transport to the
deep space environment. That is, the heat transfer between the containment spheres occurs only by
thermal radiation. Using Figure 26 asa guide, the four radiation cases considered are: xenon only (Case
1), xenon and the pressure vessel (Case 2), xenon, the pressure vessel and the meteoroid shield (Case 3),
xenon, the pressure vessel, the meteoroid shield and the SAFER shell (Casc 4). Case 5 considers the

same conditions as Case 4 except the evacuated spaces between the spheres is filled with MLI (12 layers)

which has an effective emissivity, €*, of 0.05. For all cases, heat is eventually rejected to the cold
environment of space by radiation, over a maximum period of 16 hours.

Figure 27 presents the transient thermal response of the storage tank gas for the five insulating
cases as they radiate heat to space over a period of 16 hours.. These results are also summarized in Table
5. As can be seen, Case 1 (xenon only) exhibits substantial and unacceptable cooling; however, with the
inclusion of the pressure vessel (the minimum design requirement), the temperature drop is severely
reduced, since there is additional mass which must cooled. The use of the meteoroid shield substantially
reduces the heat loss, since itacts as a thermal radiation shield (heat wransfer barrier). Similarly, the
inclusion of the SAFER holding shell further reduces the heat losses. When the entire system is
considered, with the MLI included, the heat leak is minimal (4 °F (2.2K) after 16 hours), indicating that a
passive scheme can provide acceptable results and eliminate the need for a heater on the pressure vessel.

T 1
Figure 28 presents a simple schematic of the thruster system. Here, gas from the storage tank
flows into a pressure regulator to ensure that a constant pressurc is maintained at the nozzle inlet over the
entire time of thruster operation. The working fluid then flows from the regulator outlet to the thruster
" nozzles where it is expanded isentropically in a supersonic nozzle to provide thrust for the back pack.
Since a thruster design (manufacturer) has yet to be chosen, the exact working pressures, temperatures,
nozzle areas and flow rates of this system are not known.

Before the thruster model was developed, the following simplifying assumptions were made:
1) All the candidate gases (argon, xenon, nitrogen) are considered ideal, even at the storage tank condition
of 8000 psia. At the nozzle inlet (after the regulator) the pressures are low enough (approximately 500 -
1000 psia) that the gases behave ideally and the relationships for ideal supersonic flow may be used. The
appropriate governing equations will be presented shortly.
2) The regulator performs as an ideal throttling device (enthalpy is constant), thus for ideal gases there is
no temperature drop.
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Figure 27: Predicted Cooling of Storage Tank by Radiation for Five Insulating Cases
Table 5: Predicted Gas Storage Temperatures at Various Times for Different Insulating

Conditions with the Initial Temperature Set at 70 °F and the Deep Space Environment
Set at -460 °F.

Insulating Temperature Temperature

Condition After 6 Hours After 10 Hours
(°E) (°F)

Case 1 0 -25

Case 2 50 40

Case 3 65 60

Case 4 66 64

Case 5 68 67

3) The convection in the storage tank due to mass removal may be modeled as described in reference 12.
4) The thermal model developed to predict environmental heat leak may be incorporated into this model.
5) The thrusters and regulator performance will be based on the most recently available data (ref 11). The
model will be built in such a way as to accommodate changes in thruster design.

6) The storage tank volumes of the three gases in cubic feet (meters) are; 0.223 (0.00631), 0.122
(0.00345), 0.307 (0.00869) for argon, xenon and nitrogen, respectively.

Figure 20 was used to model the SAFER system. The storage tank is represented by the TANK
option which allows calculation of transient pressure and temperature changes as mass is removed from
the tank. To account for the environmental heat loss, the TANK is tied thermally to the previously
developed SINDA model of the storage container by the use of a convection heat transfer (HTU) tie. The
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value of this tie is determined by the method outlined in reference 12 for determining convection in
exhausting spherical pressure vessels. The regulator is represented using the STUBE option and a junction
(JUNC). Since the storage tank pressure changes, user logic is employed in the main program to alter the
pressure across the STUBE (the HC term) so that the required pressure is maintained at the junction. This
junction also represents the inlet to the nozzle and it is here that inlet heating is applied. The nozzle is
modeled using an MFRSET where the mass flow of this device is governed by the following equation,

k*G 2 54.—l) |
m = A¢*Po* To*ﬁ * (ﬁ{k-l 3]

where, Ay is the nozzle throat area, Po is the nozzle inlet pressure, k is the ratio of specific heats, Ge is the
conversion factor, R is the specific gas constant, and To, is the nozzle inlet temperature.
Since To, varies as the storage tank is depressurized the mass flow rate is updated at each iteration.

3

Because A and P, are specific to a given thruster, these quantities are input to equation [3].

PRESSURE THRUSTER
REGULATOR NOZZLE

STORAGE
TANK

Figure 28: Schematic of the SAFER System.

T I 1
For the thruster study, two flow situations were examined. First, the model was run with and
without heating of the incoming gas to examine system response. Finally, three candidate gases (argon,
xenon, nitrogen) were examined for identical operating conditions to determine their individual effects on
the thermal response of the storage tank and system performance. For all cases considered, the initial
condition of the storage tank was 8000 psia (55.2 MPa)and 70 °F (294.3 K).

The model was next run to examine the effect of heating the inlet gas on system performance.
Figure 29 shows the predicted thruster mass flow rate, with xenon as the working fluid, with and without
heating during a one minute operation period. For the heated condition, the nozzle inlet temperature is
maintained at the initial conditions of 70 °F (294.3 K), while for the unheated situation, the inlet nozzle
temperature is identical to the storage tank temperature. From these results, it is clear that inlet heating is
beneficial, since at the end of the run an approximately 30% greater mass flow rate is required to maintain
the same performance. In other words, without inlet heating, propellant will be consumed at a faster rate.
Of course, this problem could be alleviated by using a larger storage tank; however, the SAFER system

would be larger and bulkier.

To further examine what factors influence system performance, the model was next run for three
different working fluids for identical operating conditions, including heating of the inlet gas to 70°F
(294.3 K). Figure 30 presents the thermal response of the storage tank for one minute of thruster
operation. Here, nitrogen shows a substantially higher tank temperature than the other two gases. Since
the thermal response of the gas within the tank is governed by the equation [1], it follows that gases with
higher k values will produce lower tank temperatures during depressurization. Since argon and xenon
have higher values of k than nitrogen, it follows that their storage tank temperatures must drop more
quickly than nitrogen.
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PREDICTED FLOW RATES
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Figure 29: Predicted Mass Flowrates for Heated and Unheated Inlet Gas
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Figure 30: Predicted Thermal Response of the Storage Tank for Three Candidate Gases
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While the results of Figure 30 suggest that nitrogen would need the Jeast amount of inlet heating
(smallest temperature difference between the initial, 70 °F (294.3 K), and the tank temperature), attention
is directed to Figure 31 which shows that over the period of operation, xenon requires the least amount of
heating. For this situation, the heating of the gas can be determined from the first law of thermodynamics
Q= me(70-'l"rank)) and of the three candidate gases, xenon has the lowest specific heat. Asa result,

from a heating point of view, it recommended that xenon be used as the working fluid, since it requires the
least amount of heating.
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Figure 31: Predicted Heat Addition to Maintain the Inlet at 70°F for Three Gases

SAFER Summary and Conclusions

Two SINDA/FLUINT models have been developed to predict the transient thermal and
hydrodynamic response of various components of the SAFER system and serve as a design tool. Since
the exact thruster design has yet to be chosen, the models have been built so that they can be easily
modilﬁed to handle any changes in working fluid, thruster design, insulating materials and pressure
* regulators.

One model predicts the thermal response of the storage tank as it radiates to Spacc. This model
predicts that with a simple MLI insulating scheme and a meteoroid shield, there will be minimal heat leak
to the environment during the EVA time (sixteen hours or less).

The other model predicts the thermodynamic performance of the thrusters and the thermal response
of the storage tank during thruster operation. The results indicate that heating of the inlet gas is beneficial,
by reducing thruster mass flow rates, in turn reducing the size of the tank. In addition,_prcliminary results

indicate that xenon should be chosen as the propellant, since it requires the lowest heat input to maintain
the required conditions. :
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CONCLUSION

Because of its versatility, SINDA/FLUINT has been applied to a wide variety of acrospace
problems at JSC and elsewhere. For different problems, different features of the code have been used.
Some aspects of the code which have been utilized at JSC include transient simulation, boiling and
condensation, two-phase flow pressure drop, slip flow, multiple submodels and depressurization.

Several of these applications have been described in this paper. Use of SINDA/FLUINT by the acrospace
community and others continues to increase as the capabilities of the code expand (ref. 13).
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SUMMARY

The capillary pumped loop (CPL) system is one of the most desirable devices to
dissipate heat energy in the radiation environment of the Space Station providing a
relatively easy control of the temperature. A condenser, a component of the CPL
system, is linked with a buffer evaporator in the form of an annulus section of a double
tube heat exchanger arrangement: the concentric core of the double tube is the
condenser; the annulus section is used as a buffer between the conditioned space and
the radiation surrounding but works as an evaporator. A CPL system with this type of
condenser is modeled to simulate its function numerically. Preliminary results for
temperature variations of the system are shown and more investigations are suggested
for further improvement.

INTRODUCTION

A capillary pumped loop (CPL) system consists of an evaporator pump, a
condenser, a subcooler, a vapor transpor line, a liquid transport line and a storage tank
with a possible starter pump (Ku and others, 1986; Neiswanger and others,1987; Kim,
1990). The condenser structured as a concentric core of a double tube heat exchanger
dissipates heat energy to an evaporator, which is the annulus section of the double tube
exchanger, so that the fluid in the core condenses while the fluid in the annulus section
evaporates. A CPL system equipped with a condenser having a two-phase/two-phase
double tube heat dissipation structure is to be simulated numerically. A schematic block
diagram is shown in Fig.1 and illustrates the control devices of its flow.

The system has two different types of evaporator pumps, each of which has twelve
units of evaporator pumps, double two-phase heat exchanger (call DBTPHX) system,
which has six DBTPHX units as shown in Fig.2, a subcooler next to the DBTPHX system
with a non-condensible gas collector, long liquid and vapor lines, a sub-system of control
devices consisting of vaives and fiuid meters and a reservoir with a starter pump. In
order to have a manageable simulation system, certain assumptions are made: (1) A
cold plate evaporator pump replaces a hybrid evaporator so that two identical cold plate
evaporator pumps are a set of evaporator pumps; (2) fan-shape inlet and exit sections
of the DBTPHX (Fig.2) are assumed to be an assembly of six straight tubes in the same
level of elevation; (3) the non-condensible gas(NCG) collector in the subcooler does not
affect the performance of the system; (4) the flow control devices for the system is not
included in the model in question; and (5) the storage tank behaves as an infinite source
with constant properties. Such assumptions result in the block diagram as shown in
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Fig.3.

Starting from the end of the subcooler, a few key points are identified as J1001,
J1002,...,J1005 along with the Line 101, Plen 999, evaporator, Line 401, TEMP2C
condenser, TEMP3C evaporator, TEMP2C subcooler and R114 chiller. A code known
as SINDA'85/FLUINT (Cullimore and others, 1989) is employed for the simulation scheme
and similar notations to those of SINDA'85/FLUINT are used in Fig.3. Details of these
components consisting of an entire simulation model are illustrated in the following
sections.

EVAPORATOR PUMP SYSTEM

Cross-sections of the evaporator pump in two directions are shown in Figs.4a and
4b. Fig.4c illustrates how the liquid flow evaporates. The cold plate evaporator
pump(EVP) with twelve(12) EVP's, twelve isolators are shown in Fig.4d, and a simplified
model is indicated within the cross-hatched area in Fig.4d with one unit of the heat-pump
and an isolator attached to it. Fig.4e explains the cross-section of the circular heat-pump
and attached plates. Based on this figure of the combined cross-section, an approximate
method for the extended surface theory is used. Namely, at the mid point of the plate,
the temperature is the maximum and the temperature at the tube is a fixed temperature.
Therefore, an approximate fin efficiency is used for an average temperature(or
conductance) as far as the plate is concerned. The radial cross-section of the EVP has
40 internal grooves in the outer shell. From a header, liquid enters the isolator,
permeates the porous layer, reaching the core of the EVP. Once the liquid reaches the
groove surface through permeation, heat transfer from the outside causes vaporization
of the liquid. Evaporated fluid is pushed to the grooves(Fig.4c) and to the vapor header
and enters the vapor transport line. Cullimore (1989) successfully demonstrated a
numerical model by using a MACRO command, CAPPMP. Therefore, his method is
employed for the EVP system. The capacity of the EVP system is assumed to be 400
watts. '

DOUBLE TWO-PHASE HEAT-EXCHANGER SYSTEM

In the DBTPHX, the condenser is a inner circular tube coupled with an evaporator
which is the annulus section of the DBTPHX. The inner tube has axial grooves internally
and externally and porous material layers occupy the space next to the grooves in the
annular section and the core section, respectively, so that liquid, from capillary action can
permeate the grooves and the porous layers.

Six DBTPHXs connected in parallel function as the condenser and are designated
as TEMP2C. The layer of porous material, Porex, enhances condensation in the internal
grooves. Six DBTPHX evaporators connected in parallel are designated as TEMP3C.
The layer of Porex directs the liquid flow in one desired direction. Porex has a
permeability of 2.3x10E-13.
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From the inlet of TEMP2C a vapor enters internal grooves of the internal tube,
condenses on the surface of the porous layer and permeates the porous layer, reaches
the core cavity and leaves the TEMP2C from the core section of the DBTPHX. Fromthe
inlet of TEMP3C (the exit side of TEMP2C), liquid flows into the annulus section where
the porous layer is placed. The porous layer has grooves in the metal outer shell side.
As the liquid permeates the porous layer, it reaches the external grooves of the internal
tube, starts evaporating because of heat transferred from the condenser, then is pushed
into the grooves, leaving TEMP3C from the annulus section. From this exit, it is possible
for a mixture of saturated liquid and vapor to leave TEMP3C.

Figs. 5a and 5b show an axial cross-section and a radial cross-section,
respectively. Six of the fan-shaped inlet and exit sections are represented by a single
straight tube of the same size at the same elevation then duplicates six times.The core
section from which the liquid leaves TEMP2C has an isolator then a liquid header follows.
Due to heat transfer from TEMP2C to TEMP3C across the metal tube, it is plausible to
consider that the quality of condenser fluid changes from unity to zero, while the quality
of evaporator fluid changes from zero to unity. For simplicity, the variations of fluid
quality in TEMP2C and TEMP3C are assumed to be linear as shown in Fig.6. To the
mid point of TEMP2C, and TEMP3C, the qualities remain unchanged then change linearly
to the locations from the mid point of the DBTPHX. In the present study, the length of
the DBTPHX is divided into ten segments. Accordingly, the quality will be assigned for
TEMP2C and TEMP3C.

SUBCOOLER AND R114 CHILLER

The subcooler of the CPL has a complicated structure for a vapor trap to cope with
non-condensible gas in the subcooler. Considering that the amount of noncondensible
gas is relatively small in comparison with the flow rate, the vapor trap is not modeled in
the present study. In the location of the trap, a flat plate is placed. Similarly to the
evaporator pump plate, the half of the plate with the attached subcooler and the R114
chiller is considered to be like a fin having the minimum temperature at the mid point of
the contacting area between the subcooler and the chiller (see Fig.7). The fin efficiency
is assumed to be 80 per cent. The temperature variation along the transverse direction
is assumed to be rather small in comparison to that in the direction of the tube axis. For
each leg of the subcooler and the chiller a uniform temperature is assumed to exist and
the 180 degree bends connecting four legs are considered to be adiabatic. This is to be
handled with a MACRO command of SINDA'85/FLUINT.

The subcooled liquid passes through the liquid transportation line which is
considered adiabatic. A pressure drop through this passage is added to the system
pressure loss. The liquid then enters the evaporator pump.

The liquid reservoir is added to the system model as a plenum, holding all the

properties as constant. A mixing process in the reservoir may not result in constant
properties, nonetheless, it is assumed a steady state process.
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INPUT FILE FOR THE COMPUTER PROGRAM

An input file for SINDA'85/FLUINT was constructed based on the following
Headers:

Header Options Data
Header Node Data,Plate
Header Conductor Data,Plate
Header Control Data
Header Source Data,Plate
Header Flow Data, TEMP2C
Header Flow Data, TEMP3C
Header Flow Data,STLTS
Header Flogic 0,TEMP2C
10. Header Flogic 0,TEMP3C
11. Header Flogic 1, TEMP2C
12. Header Flogic 2, TEMP2C
13. Header Variables 1,Plate
14. Header Output Calls, TEMP2C
15. Header Operation Data

Build DBTPHX,Plate

Build DBTPHX, TEMP2C,TEMP3C,STLTS

Call Fastic

_Call Fwdbck

16. Conditional Call for Restar
17. Header Subroutine Data if any
18. End of data

CONOIO A WMD

Details of these headers are explained in the manual(Cullimoreand others,1989).
Diffusion submodels consist of the evaporator tube, its plate with the web,the internal
tube, the external tube of the DBTPHX and its subcooler and chiller bodies with the
plates. All of these submodels are represented by a diffusion model, PLATE. Node and
Conductor Data sections have the initial temperature,capacitance and conductance of
these submodels. The fluid submodels are TEMP2C, TEMP3C,and STLTL. TEMP2C
represents the evaporator pump, condenser, its subcooler and the transportation lines.
TEMP3C represents the buffer evaporator and STLTL represents the refrigerant chiller.
Transportation lines for liquid and vapor are adiabatic. The numbers for nodes,conductors,
lumps and connections of the EVP's are in 200's and the remaining numbers used for the
thermal and fluid submodels are listed in Table 1.

Using the standard notation for SINDA'85/FLUINT, one unit of EVP is illustrated
in Fig. 8 by using the notations of the code, whereby the macro command CAPPMP is
applicable.
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A symbolic diagram is drawn for the condenser/TEMP2C, the evaporator/T EMP3C,
the subcoole/TEMP2C, and the R114 chiller in Fig. 9 with an aid of the standard
notations of SINDA'85/FLUINT for DBTPHX. The fluid transportation lines are modeled
by a MACRO command LINE. The subcooler/R114 chiller is modeled by a MACRO
command HX.

Table 1 Diffusion and Fluid Model |dentifications
by a Range of Numbers

Liquid Transportation Line 100 to 199
Evaporator 200 to 299
Vapor Transportation Line 400 to 499
Condenser/TEMP2C 500 to 599
Subcooler/TEMP2C 600 to 699
Evaporator/TEMP3C 700 to 799
R114 Chiller 800 to 899
Storage Tank 900 to 999

RESULTS and DISCUSSIONS

A start-up performance is run as the first trial with a prepared file shown above.
With a surrounding temperature of 6.6 C.every component of the CPL system is at the
same temperature except the storage tank which is at 29 C. A heat load of 400 w is
applied to the cold plate EVP, and for a certain time period, performance of the system
is simulated. Computation is divided into two time zones: the first 2 minutes and the
following 28 minutes. In the 2 minute duration, the first step of the calculation was
Fastic's procedure to obtain a stable initial condition for the entire system. Thus, reaching
a stable condition, the Fwdbck procedure takes over the computation. The Fastic scheme
provides computations in an instantaneous equilibrium. The Fwdbck process involves an
implicit temperature expression in the way of the Crank-Nicolson(1947) computation
process(Cullimore and others,1989). This way temperature-histories at the EVP plate,
the DBTPHX plate and the chiller are plotted for the first 2 minutes in Fig.10. Fig.11
exhibits temperature histories at those locations for the following 23 minutes with the
FWDBCK scheme. Some of the results by Neiswanger and others(1 987) seem to show
that the trend of temperature rise is similar.

At about 25 minutes, a steady state is reached: the highest temperature at the
evaporator plate is 39.7 C and the fluid temperature of the evaporator pump is 38.4 C.
This tendency should be compared with that of an experimental result it any.

Results of shorter segments of DBTPHX were not included and the accuracy of
the current result has not been established with respect to the segment size.Other
parameters like the pressure,quality, heat transfer also have not been included. Other
operating conditions such as starting from a usual standard condition and a combination
of Fwdbck initially and STDSTL operations have not yet been tested with this input file.
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These analyses are ongoing at present and will continue until satisfactory results are
obtained within a reasonable error limit.

In the process of computation, it was necessary to use the Fastic scheme initially
with the linear relationship for the quality along the half length from the mid point in both
TEMP2C and TEMP3C sides of DBTPHX. As a result, a stable result was obtained
within a few number of iterations in the Fastic calculation. Thereby, the Fwdbck
procedure was carried out further,eventually to lead to a steady state condition.

CONCLUDING REMARKS

A CPL system with a DBTPHX condenser was analyzed to simulate performance
of the system with simplifying assumptions. The maximum temperature at the
evaporator plate reached 39.7 C. Further parameter studies should be done for better
results of temperature, pressure and quality distributions.No experimental results have
been compared to the present results. That comparison will be critical for refining the
input file.

In general, improvements can be made by increasing the number of the segments
for the DBTPHX for more accurate solution, because the process of Fwdbck gives stable
solutions but does not provide accurate solutions. Similarly, the evaporator pump and the
chiller legs should be divided into several segments and search for better solutions for
performance simulation is desirable. Other modeling methods for the DBTPHX may be
tested and their results should be compared with the result presented here.

The effect of the neighboring isolators on the liquid flow, and precise heat
convection coefficients at the evaporating and condensing surfaces in the grooves and
porous layers are not available. Those values that come from the subroutine are the
convection coefficients for the usual boiling and condensing conditions over a flat plate
or cylinder(ASHRE,1989; Chen, 1963). The heat transfer coefficients used in this paper
may yield first order approximate performances, howeverthe average heat transfer
coefficient obtained from the NASA experiment (Neiswanger and Mcintosh, 1987;
Cullimore, 1989) will be used for further testing. Finally, deleting the simplifying
assumptions in making a working model will yield a satisfactory simulation.
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A SINDA ‘85 Nodal Heat Transfer Rate Calculation User Subroutine

Derrick J. Cheston
NASA Lewis Research Center
Cleveland, Ohio 44135

SYMBOLS

C, thermal capacitance of node i
G;; linear conductance between nodes i and j
Gy nonlinear conductance between nodes i and j
o} impressed heat on node 1
linear energy transfer rate into node i
nonlinear energy transfer rate into node i
0, total of all energy into node i

T, temperature of node i
t time

SUMMARY

This paper describes a subroutine, GETQ, which was developed to compute the
heat transfer rates through all conductors attached to a node within a SINDA
'85 thermal submodel. The subroutine was written for version 2.3 of SINDA
*85. Upon calling GETQ, the user supplies the submodel name and node number
which the heat transfer rate computation 1is desired. The returned heat
transfer rate values are broken down into linear, nonlinear, source and com-
bined heat loads.

INTRODUCTION

SINDA ‘85 has many powerful subroutines and utilities which easily allow the
user to access temperature, capacitance, conductance, and heat source values
associated with thermal models. The ability to access these variables to
affect the solution is an invaluable attribute of SINDA '85.

Often, however, a user needs the value of the heat transfer rate to a node

through all conductors attached. The SINDA '85 Subroutine Library includes
subroutines which perform "energy maps” for selected nodes. The usefulness is
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limited by the fact the computed heat transfer rate information is output to a
file, and thus is not accessible during execution. If a user wants to access
the heat transfer rate values they must be calculated by logic input by the
user. The user must calculate the temperature difference between nodes and
multiply that value by the conductance between those nodes. An increasing

number of conductors attached required a disproportionate increase in logic
required.

The user subroutine GETQ, described herein, automated the procedure described
above. GETQ computes and returns the value of the sum of energy transfer
rates into a node.

GETQ FUNCTIONAL DESCRIPTION

The subroutine GETQ was written to compute and return the value of the sum of
the energy transfer rates to a given node. The finite difference form of the
energy equation used by SINDA ‘85 is shown below:

dr d
ci—dzhoi«»;;( Gy [Ty-T ) + G [T4-T41) (1)

The right hand side of Equation 1 consists of three terms which are described
as source, linear, and nonlinear terms. The source term, Q, represents the
impressed heat load onto the node. The linear term, Q; jinear represents the
sum of the linear heat transfer rate into the node through all linear conduc-
tors. The term Q poniinear represents the nonlinear heat transfer rate into the
node through all radiation conductors. The expressions for the linear and
nonlinear terms are shown below in equations (2) and (3) respectively:

N
O,mwi;{ Gy [Ty-T,1) (2)

N
inw?; (G lT4-T41) (3)

The GETQ subroutine returns the values of Q;, Q 1inesr: Qi nonlinear @nd the sum
of these three values, Q yum- - -
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GETQ USAGE INSTRUCTIONS

The version of GETQ presented herein is written to be used as a user subrou-
tine. It could, with proper modification, be included as a local library
subroutine at the user'’s installation site. The person responsible for
installing or maintaining SINDA'85 at the user’'s site should be contacted to
perform this service.

Location of Subroutine

As a user subroutine, the GETQ subroutine should be included in the user'’s
SINDA'85 model in the SUBROUTINE logic block. The user must enter the text of
the subroutine. The GETQ Subroutine has been included as Appendix A. An
example of a SINDA'85 model which utilizes GETQ has been included as Appendix
B.

1f this subroutine will be used often, the user may wish to use the SINDA’85
INCLUDE macroinstruction to simplify reuse.

Location of Call Statement

The GETQ subroutine can be called from any of the SINDA'85 logic blocks
(OPERATIONS, VARIABLES O, VARIABLES 1, VARIABLES 2, OUTPUT CALLS, SUBROUTINE
DATA). However, since the temperature values and conductor values are
potentially time and temperature dependent, it follows that the heat transfer
rate values will represent more realistic values at the end of each solution
timestep. Therefore, the most appropriate location for the call to GETQ is in
VARIABLES 2 or OUTPUT logic blocks for either transient or steady state
analysis.

How to Call GEIQ

The call statement to GETQ requires six arguments. The first two arguments
are inputs, the remaining four are returned computed heat transfer rate
values.

In order, the arguments to GETQ are 1) a character string representing the
submodel name for the node of interest; 2) an integer value representing the
actual (user assigned) node number; 3) a real variable for storing Q jinears %)
a variable for storing Qi ponlinear: ) & variable for storing Q;; 6) a variable
for storing QLIN+QRAD+QSRC.

The user may use any properly defined variable names as arguments in the call
statement.

DEMONSTRATION OF USE
The GETQ subroutine is very helpful in isolating heat loss from a system into

the environment. An illustration of that capability is shown in the following
problem description.
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Sample Problem Description

A 1 kilogram mass aluminum is heated at a rate of 100 Watts. The exterior
surface of the mass has an area of .0l m?, an emissivity of .5 and a convec-
tion coefficient of 10 W/m?-K. Assuming a specific heat of 900 J/kg-K, find
the heat loss to the environment via radiation and convection separately
during the first 30 minutes of heating. Assume the temperature is uniform
throughout the mass and that the initial temperature is 100 C. See Figure 1.

Sink Temperature
"""‘"{_ 100 C (Node 89)

100
walts (Node 1) ‘\\\ESHVecﬂon

Figure 1. Schematic of Sample Problem

Sample Problem Input File
A SINDA ’'85 model of the above problem has been included as Appendix B.

The model has a call statement to GETQ in the OUTPUT logic block.

Since the desired output is the heat loss to the environment via convection
and radiation, the boundary node was chosen as the argument to pass to the
GETQ subroutine. For this example, either of the two nodes would be suitable
candidates. I1f, however, the mass were composed of N nodes attached to the
boundary node, the boundary node would be the obvious choice of arguments to
GETQ. The other option would be to make N calls to GETQ to get the same
information.

Once the values of Q 1inear: Qi_nonlinear: Q. 8nd Q; 4 are returned, the user can
use them as desired. In this case, the values are printed to a user file.
The user file has been included as Appendix C.

To further illustrate the benefits of this subroutine over the SINDA'S85
Library Subroutines, NODMAP was also called from the OUTPUT logic block.
NODMAP is one of the many Library Subroutines supplied with SINDA’85. The
output from the NODMAP subroutine has been included as Appendix D.
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USAGE CAUTIONS :
One Way Conductors

One-way conductors in SINDA'85 models are often causes of "ENERGY STABLE BUT
UNBALANCED" caution messages generated by the processor. These messages
{ndicate an inability of SINDA '85 to account for the energy flowing out of a
node that has a one-way conductor attached. The GETQ Subroutine has the same
limitation. Therefore, the Qi_linear term only accounts for the energy
through the one-way conductors which have node i as the downstream node.

Using GETQ with DRPMOD

1f a user desires to drop a submodel from the current model build, a Library
Subroutine, DRPMOD, may be called. The user must be aware that although
DRPMOD causes the submodel to be dropped, any conductors wvhich were attached
between the remaining built submodels and the dropped submodels will remain
active. The temperatures of the dropped submodel will be held constant at the
values prior to the DRPMOD call. For such cases, the energy flow calculations
performed by GETQ will reflect the temperature and conductance values of the
dormant model.
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VERSION: 1.0

ARGUMENTS: SUBMDL
NODEA

QLIN
QRAD

QSRC
S$UMQ

mTooOoOOOMMNOO0OOO0O0O00N0000cO00N0nN

CALL COMMON

Appendix A - GETQ User Subroutine

“IWTIIE GETQ(SUBMDL ,NODEA,QLIN,QRAD,QSRC, SUMQ)
AUTHOR: DERRICK CHESTON

CREATED: OCTOBER 3, 1991
UPDATED: AUGUST 15, 1992

FUNCTION: THE SUBROUTINE COMPUTES THE NEAT TRANSFERRED TO A SPECIFIED NODE
FROM ALL ATTACHED NODES IN THE CURRENTLY BUILT MODEL, THROUGH
ALL CURRENTLY BUILT CONDUCTORS. IT IS TYPICALLY USED TO CONPUTE
THE DISTRIBUTION OF HEAT FLOW INTO BOUNDARY NODES.

CALLING: THIS ROUTINE SHOULD BE CALLED FROM VARIABLES 2 OR OUTPUT CALLS

SUBROUTINE GETQ(SUBMODL ,NODEA,QLIN,QRAD,QSRC, SUMNQ)

OO0 00

THE NAME OF THE SUBMODEL (CHARACTER)

THE ACTUAL NODE WUMBER FOR WHICH MEAT FLOW IS TO BE
COMPUTED (INTEGER)

RETURNED VALUE OF LINEAR HEAT TRANSFER INTO NODE (REAL)

RETURNED VALUE OF NONLINEAR MEAT TRANSFER INTO NODE

(REAL)

RETURNED VALUE OF IMPRESSED HEAT LOAD INTO MODE (REAL)

SUM OF ABOVE THREE VALUES (REAL)

o000 000

CHARACTER SUBMDL*(*)

F
F REAL*8 QRAD,QLIN,QSRC,SUMQ
F INTEGER NODEA,GOFFST

ci.ilii'tt."'.ttii'..t...'t'.ii.t'..tit.'t'..'..‘.ltt.c

c FIND RELATIVE NODE NUMBER, NREL FOR NODEA c

et Lttt e e L e D L L
F CALL NODTRN(SUBMDL ,NODEA,NREL)

cﬁ“iiiﬂ““'.ﬁ.ﬁ.......'..tti..'.iﬁi..iii.."".ii.i'c

c FIND LOCATION OF FIRST LINEAR CONDUCTOR [
c ATTACHED TO NODEA c
O RANER RN RSN RSO SRAERAEAR A AR AR AR AR ARAN RN RS REC
F GOFFST=0

F 0O 10 I=1, NREL-1

F GOFFST=GOFFST+NLIN(I)*NRAD(I)

F 10 CONTINUE

\

c"..mm“l...'.....’.......'..t..tt.t.i"'.t'."..'c

c INITIALIZE RETURN VARIABLES TO ZERO c
e e e e L L
F QLIN=0.0
F QRAD=0.0
F SUMQ=0.0

me”t"t".'mtiII‘.ttt...i....lii.‘.im.l‘c

c FOR EACH LIMEAR CONDUCTOR ATTACHED TO NODEA c
c FIND THE CONDUCTANCE VALUE, GAB c
c FIND THE TEMPERATURE AT THE END, TB [
c COMPUTE THE HEAT FLOW THROUGH CONDUCTOR, DQ C
c IMCREASE THE QLIN BY DQ c
c HEXT CONDUCTOR c

c""“"ﬂm.i..t“l.'.I't'.t".'..t.t"""ttmﬂc

DO 20 I=1,MLIN(NREL)
GAB=G(PG(GOFFST+1))
T8=T(PY(GOFFST+I1))
DQ=GAB*(TB-T(NREL))
OLIN=QL IN+DQ

F 20 CONTINUE

B B B B )

c'.i.."iit..'i'.iiiillt.“.i..tt..t.t.t.'.'t.tttt'itiic

c FIND LOCATION OF FIRST NONLINEAR CONDUCTOR c
c ATTACKED TO NODEA C
i bttt T T T L L L Lt L L P
F GOFFST=GOFFST+NLIN(NREL)
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cuasenee
c FOR EACM NONLINEAR CONDUCTOR ATTACHED TO I@EA C
c FIND THE CONDUCTANCE VALUE, GAB c
c FIND THE TEMPERATURE AT THE END, T8 c
c COMPUTE THE HEAT FLOW THROUGH CONDUCTOR, DG €
c INCREASE THE QRAD 8Y DQ c
c MEXT CONDUCTOR c
Ceae sraddkereddtaRtdgnIAEATETT falabadebt el
F pO 30 I=1,NRAD(NREL)
F GAB=G(PG(GOFFST+1))
F TH=T(PT(GOFFST+1))
F DQsGABYSIGMA®( (TB-ABSZRO)**4.0 - (T(MREL) -ABS2RD)**4.0)
F QRAD=QRAD+DQ
F 30 CONTINUE
| *tadiabababababel AAASEARANS AR AR AR R SRARAGABEIETTTT 1
C COMPUTE IMPRESSED HEAT LOAD ON NODEA, QSRC C
c* bl LU Db oddddeindbkebedududndedubaiainiaiainln okt 4
F QSRC=Q(NREL)
[ nototiedobedebainbeiaiubetobinbeininiotel AREdRAAERRRARARETIIT hodubaininbeiniake e
C WEﬂﬂ.H'QLIIOOSRC*M c
CrondssttsaNSRRERREARELEEERAASARAATATTARETTE thhdadanatd c
F m-oumommsac

END
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Appendix B - SINDA ‘85 Model for Sample Problem

NEADER OPTIONS DATA

TITLE SAMPLE PROBLEM DEMONSTRATING GETQ
OUTPUT=QDOT .OUT
QUAP=QDOT . MAP

NEADER NODE DATA, BLOCK

1, 100., 1.*900.
-99, 100., 1.0
WEADER SOURCE DATA, BLOCK

1., 100.
HEADER COMDUCTOR DATA, BLOCK
-1, 1, 99, 0105 $ RADIATION COMDUCTOR AREAYENIS

2, 1, 99, .01*10. $ CONVECTION CONDUCTOR AREA®CONVECTION COEFFICIENT
IEADEI U’ER DATA, GLOBAL
MLYILO $ VARIABLE FOR STORING INPRESSED REAT RATE
QcoNV=1.0 $ VARIABLE FOR STORING CONVECTION HEAT TRANSFER RATE
QNLIN=1.0 $ VARIABLE FOR STORING RADIATION HEAT TRANSFER RATE
QT0TL=1.0 $ VARIABLE FOR STORING TOTAL HEAT TRANSFER RATE
HEADER COMTROL DATA, GLOBAL

SIGMA=5 . 67T8E-8
ABSZRO=-273, 15
TINEND=60.%30. 3 STOP SOLUTION AT 30 MINUTES
OUTPUT=30. $ QUTPUT INTERVAL 30 SECONDS

NEADER OPERATIONS DATA

BUILD ASSBLY,BLOCK
CALL FWDBCK

NEADER QUTPUT CALLS, BLOCK
CALL GETQ(’BLOCK’,99,QC0NV,GNLIN,QAPPLY,QTOTL)
WRITE(71,100) TIMEN/50., OCONV, ONLIN

100 FORMATC/TIME (MINUTES) = ’, F10.4,5X,
+ SCONVECTION HEAT LOSS (MATTS)s’ E12.5,5X,
+ 'RADIATION HEAT LOSS (VATTS)=’, E12.5)
CALL NODMAP(’BLOCK’ ,99,1)
CALL TPRINT(’ALL’)

WEADER SUBROUTINE DATA

SUBROUTINE GETQ(SUSMDL ,NODEA QLIN,QRAD, OSIC SUM2)
AUTHOR: DERRICK CHESTON
VERSION: 1.0

CREATED: OCTOBER 3, 1991
UPDATED: AUGUST 15, 1992

THE DISTRIBUTION OF HEAT FLOW INTO BOUNDARY NODES.
ARGUMENTS: SUBMDL - THE MAME OF THE SUBMODEL (CHARACTER)
COMPUTED (INTEGER)

aLIN
QRAD

(REAL)
SUMQ - SUM OF ABOVE THREE VALUES (REAL)

IIWTINE GETQ(SUBNDL , NODEA, Ol.lll QRAD,QSRC, m)
CALL COMMON

F CHARACTER SUBMDL*(*)

F REAL®S QRAD,QLIN,QSRC, SUMQ

F INTEGER NODEA,GOFFST

(e e Dl Ll T
c FIND RELATIVE NODE WUMBER, NREL FOR NODEA c
CHer AR A ER st st IRt RAR St R LRSS RENA RS AR ISR SRIRINS RSN,
F CALL NODTRN(SUBMDL ,NODEA,MREL)

COEEAEEsntee sttt s st it Nttt ssersintesbtbtabinsnssovan
[ FIND LOCATION OF FIRST LINEAR CONDUCTOR c
c ATTACKED TO NOOEA c
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FUNCTION: THE SUBROUTINE COMPUTES THE KEAT TRANSFERRED TO A SPECIFIED NODE
FROM ALL ATTACHED NODES IN THE CURRENTLY SBUILT MODEL, THROUGH
ALL CURRENTLY BUILT CONDUCTORS. IT IS TYPICALLY USED TO COMPUTE

NODEA - THE ACTUAL NODE NUMBER FOR WHICH NEAT FLOW 1S TO BE

CALI.IIG. THIS ROUTINE SHOULD BE CALI.ED FROM VAI!MLES 2 OR MPUT CALLS
c ------------ P L L Ty Y L T P A P L L L L i
F

A0 O0000

RETURNED VALUE OF LIMEAR HEAT TRANSFER INTO NODE (REAL)C
RETURNED VALUE OF NONLINEAR HEAT TRANSFER INTO NODE

c
c

QSRC - RETURNED VALUE OF IMPRESSED NEAT LOAD INTO MODE (REAL) C

c
c
c
c

T
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CHASHEE RN SNSRI T RIS h bR L AR e LR ARABEEE c
F GOFFST=0

F DO 10 1=1, NREL-1

F GOFFST=GOFFST+KLIN(I)+NRAD(1)

F 10 CONTIWUE

coee vasaetaastirRISARILERALELLS ainiaiaiainink seweeC
[ INITIALIZE RETURN VARIABLES TO ZERO C
Corereesrtisaite POTRASHHMPRPTIOF PR AewERaRE sc
F oL1N=0.0

F ORAD=0.0

F UMG=0.0

c* 2TA IR AN SR SRS R EA IR S ER R ERRAGAATTATIES *sC
4 FOR EACH LINEAR CONDUCTOR ATTACHED TO NCDEA c
c FIND THE CONDUCTANCE VALUE, GAB [
[ FIND THE TEMPERATURE AT THE END, ™ c
c COMPUTE THE NEAT FLOW TRROUGH CONDUCTOR, DQ C
c INCREASE THE OLIN BY DO c
c NEXT CONDUCTOR c
| kb hadaduded hodedodobobndabedobatadednbebeind Lbebodo bbb odebedod bbbk ohaiabeindabsbnin (%
F PO 20 Is7,MLINCNREL)

F GAB=G(PG(GOFFST+1))

F TO=T(PT{GOFFST+1))

F DO=GAB*(TB-T(NREL))

F QLIN=QLIN+DQ

F 20 CONTINUE

LA a4 ) YL 23 a2t aad it bt Al bbb h bl AR REARVOARNRERAROR Cc

c* »

c FIND LOCATION OF FIRST NONLIMEAR CONDUCTOR c
c ATTACHED YO NODEA c
c*
F

TUPTURSpdiao@atetaomtmtt T P oLt Ll b bl bbbl bt
GOFFST=GOFFST+NLIN(NREL)

Crovhanssantsrattihdiintds a2 a2 adada Ll o bl Rt edSeC

FOR EACH NONLINEAR CONDUCTOR ATTACHED TO MODEA C
FIND THE CONDUCTANCE VALUE, GAB c

C
c
c FIND THE TEMPERATURE AT THE END, T8 c
c COMPUTE THE NEAT FLOW THROUGH CONDUCTOR, DQ c
c INCREASE THE QRAD BY DR [
C MEXT CONDUCTOR c
c."m“..'.'............“..'.........".‘.‘.."".".c
F DO 30 I=1,NRAD(MREL)
F GAB=G(PG(GOFFST+I1))
F T8=T(PT(GOFFST+1))
F DQA=GAB*SIGHA® ( (TB-ABSZRO)**4.0 - (T(NREL) -ABSZRO)**4.0)
F QRAD=QRAD+DQ v
F 30 CONTINU
[ Sodebednbdeduinbeinkaiaiubnieiahaink gaaRARTEETEE bl o ol =
c COMPUTE IMPRESSED NEAT LOAD ON NODEA, QSRC c
crevstsRnaRtit sttt ratatRoRmEREREIET R TaRsEREEEEEEE (A
F QSRC=Q(NREL)
| b ek halel bduddededobobinbedninininbeiahaindabel jadatml 3
c CONPUTE, QSUM = GLIN « QSRC + ORAD c
chetetattERey serestthditsdiriraee UL adrbdd La
F SUMO=QL I H-QRAD+QSRC
END

END OF DATA
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TIME
TINE
TINE
TINE
TINE
TINE
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TINE
TINE
TINE
TINE
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TIME
TIME
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TINE
TIME
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TIME
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TIME
TIME
TIME
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TIME
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TINE
TIME
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TIME
TIME
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TIME
TINE
TIME
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TINE
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TIME
TIME
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(MINUTES) =
(MINUTES) =
(MINUTES) =
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(MINUTES) =
(MINUTES) =
(MINUTES) =
C(NINUTES) =
(MINUTES) =
(MIMUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
C(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
CMINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
(MINUTES) =
CMINUTES) =
(MINUTES) =
(MINUTES) =
(NINUTES) =
(RINUTES) =
(MINUTES) =
(RINUTES) =
(NINUTES) =
(NINUTES) =
(NINUTES) =
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12.0000
12.5000
13.0000
13.5000
14.0000
14.5000
15.0000
15.5000
16.0000
16.5000
17.0000
17.5000
18.0000
18.5000
19.0000
19.5000
20.0000
20.5000
21.0000
21.5000
22.0000
22.5000
23.0000
23.5000
24.0000
24.5000
25.0000
25.5000
26.0000
26.5000
27.0000
27.5000
28.2000

28.5000
29.0000
29.5000
30.0000

Appendix C - GETQ Output from Sample Problem

CONVECTION
CONVECTION
CONVECTIOM
CONVECTION
COMVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
COMVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION
CONVECTION

HEAT
HEAT
NEAY
HEAT
NEAY
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAY
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
HEAT
NEAY
HEAT
HEAT
HEAY
HEAT
HEAT
HEAT
HEAT
HEAY
NEAY
HEAY
HEAT
HEAT
HEAT
HEAT
HEAT
HEAY
HEAT
HEAY
HEAT
HEAT
HEAT
HEAT

LOSS (MATTS)= 0.00000E+00
LOSS (MATTS)= 0.33244€+00
LOSS (WATTS)= 0.66311E+00
LOSS (WATTS)= 0.99200€+00
LOSS (MATTS)= 0.13191E+01
LOSS (MATTS)= 0. 16444E+01
LOSS CUATTS)= 0. 19679E+01
LOSS (WATTS)= 0.22806E+01
LOSS (MATTS)= 0,26094E+01
LOSS (WATTS)s 0.29274E+01
LOSS (WATTS)= 0.32434€+01
LOSS (MATTS)= 0.35580€+01
LOSS (WATTS)= 0,38704€+01
LOSS CWATTS)= 0.41811E+01
LOSS (WATTS)= 0.44808£+01
LOSS (MATTS)s 0.47967E+O1
LOSS (WATTS)= 0.51017€+01
LOSS (MATTS)= 0.54048€+01
LOSS (WATTS)= 0.57060€+01
LOSS (WATTS)= 0.60052€+01
LOSS (WATTS)= 0.63026€+01
LOSS (WATTS)= 0.65981E+01
LOSS (WATTS)= 0.68916€+01
LOSS (WATTS)= 0.T1832E+01
LOSS (WATTS)= 0.74729€+01
LOSS (WATTS)= 0.77606E+01
LOSS (WATTS)= 0.80484€+01
LOSS (WATTS)= 0.83302€+01
LOSS (MATTS)s 0.86120€+01
LOSS (WATTS)= 0.88919€+01
LOSS (WATTS)= 0.91698€+01
LOSS (WATTS)= 0.94458E+01
LOSS CWATTS)= 0.97197E+d1
LOSS CWATTS)= 0.99917€+01
LOSS (WATTS)= 0.10262£+02
LOSS (MATTS)= 0.10530€+02
LOSS (MATTS)= 0.10796€+02
LOSS (WATTS)= 0.11080€+02
LOSS (WATTS)= 0.11322€+02
LOSS (WATTS)= 0.115826+02
LOSS (WATTS)= 0.11840€+02
LOSS (NATTS)= 0.12096E+02
LOSS (MATTS)= 0.12350€+02
LOSS (WATTS)= 0.12601E+02
LOSS (MATTS)= 0.12851E+02
LOSS (MATTS)= 0.13099E+02
LOSS (MATTS)= 0.13345€+02
LOSS (WATTS)= 0. 13589€+02
LOSS (MATTS)= 0.13831E+02
LOSS (WATTS)= 0.14079E+02
LOSS (MATTS)= 0.14308E+02
LOSS (WATTS)= 0.14544E+02
LOSS (MATTS)= 0.1477T8E+02
LOSS (WATTS)= 0.150106+02
LOSS (MATTS)= 0. 15239402
LOSS (WATTS)s 0.15467E+02
LOSS (WATTS)= 0.15693€+02
LOSS (WATTS)= 0.15916€+02
LOSS (WATTS)s 0.16138€+02
LOSS (MATTS)= 0. 16358402
LOSS (WATTS)= 0. 16575E+02
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RADIATION HEAT LOSS (MATTS)= 0.00000E+00
RADIATION HEAT LOSS (WATTS)= 0.19878E+00
RADIATION MEAT LOSS (WATTS)= 0.40180E+00
RADIATION NEAT LOSS (WATTS)= 0.60905E+00
RADIATION HEAT LOSS (WATTS)= 0.82053E+00
RADIATION HEAT LOSS (WATTS)= 0.10363£+01
RADIATION HEAT LOSS (WATTS)= 0.125626+01
RADIATION MEAT LOSS (WATTS)= 0.14804€+01
RADIATION HEAT LOSS (WATTS)= 0.17087E+01
RADIATION MEAT LOSS (WATTS)= 0.19413E+01
RADIATION HEAT LOSS (MATTS)s 0.21781E+01
RADIATION NEAT LOSS (WATTS)= 0.24190E+01
RADIATION REAT LOSS (MATTS)s 0.26641E+01
RADIATION MEAT LOSS (MATTS)s 0.20133E+01
RADIATION HEAT LOSS (WATTS)s 0.31646E+01
RADIATION NEAT LOSS (MATTS)= 0.34241€+01
RADIATION HEAT LOSS (VATTS)= 0.36855€+01
RADIATION HEAT LOSS (MATTS)= 0.39510€+01
RADIATION HEAT LOSS (WATTS)= 0.42205€+01
RADIATION HEAT LOSS (MATTS)= 0.44939€+01
RADIATION HEAT LOSS (MATTS)= 0.47713£+01
RADIATION HEAT LOSS (MATTS)= 0.50526E+01
RADIATION HEAT LOSS (WATTS)= 0.53377¢+01
RADIATION HEAT LOSS (MATTS)= 0.56266€+01
RADIATION NEAT LOSS (MATTS)s 0.59193€+01
RADIATION HEAT LOSS (MATTS)= 0.62154£+01
RADIATION HEAT LOSS (WATTS)= 0.65157€+01
RADIATION HEAT LOSS (VATTS)= 0.68193€+01
RADIATION HEAT LOSS (MATTS)= 0.71265€+01
RADIATION HEAT LOSS (MATTS)= 0.74372€+01
RADIATION HEAT LOSS (MATTS)= 0.77514E+01
RADIATION HEAT LOSS (MATTS)= 0.80690€+01
RADIATION HEAT LOSS (WATTS)= 0.83899€+01
RADIATION HEAT LOSS (MATTS)= 0.87140€+01
RADIATION HEAT LOSS (MATTS)= 0.90414E+01
RADIATION WEAT LOSS (WATTS)= 0.93719€+01
RADIATION HEAT LOSS (WATTS)= 0.97055€+01
RADIATION HEAT LOSS (WATTS)= 0.10042E+02
RADIATION HEAT LOSS (WATTS)s 0.10382£+02
RADIATION HEAT LOSS (WATTS)s 0.10724€+02
RADIATION WEAT LOSS (WATTS)= 0.11069€+02
RADIATION HEAT LOSS (MATTS)= 0.11417€+02
RADIATION HEAT LOSS (MATTS)= 0.11768£+02
RADIATION HEAT LOSS (WATTS)= 0.12121€+02
RADIATION HEAT LOSS (WATTS)s 0.12476€+02
RADIATION HEAT LOSS (VATTS)= 0.12834E+02
RADIATION HEAT LOSS (MATTS)s 0.13195€+02
RADIATION WEAT LOSS (MATTS)= 0.13558E+02
RADIATION HEAT LOSS (WATTS)= 0.139228+02
RADIATION HEAT LOSS (WATTS)s 0.14289€+02
RADIATION WEAT LOSS (WATTS)= O.146586+02
RADIATION HEAT LOSS (WATTS)= 0.15029€+02
RADIATION HEAT LOSS (WATTS)s 0.15402£+02
RADIATION HEAT LOSS (WATTS)= 0.15776€+02
RADIATION MEAT LOSS (WATTS)= 0.16152£+02
RADIATION HEAT LOSS (WATTS)= O.16530€+02
RADIATION NEAT LOSS (WATTS)= 0.16009€+02
RADIATION HEAT LOSS (WATTS)s 0.17200€+02
RADIATION HEAT LOSS (WATTS)= O.17672E+02
RADIATION HEAT LOSS (WATTS)= 0.18055E+02
RADIATION NEAT LOSS (WATTS)= 0.18440E+02



“

Appendix D - NODMAP Output from Sample Problem

A QMAP OF INPUT BOUND NOGDE BLOCK 99 C(INTERNAL 2)
THE PARAMETERS OF NODE BLOCK 99 ARE: TEMPERATURE = 100.000 (DEC.)
CAPAC! TANCE = 1.00000 CENERGY/DEG)

MET SOURCE/SINK = 0.000000€+00 (ENERGY/TINE, INCLUDES TIES)
CAP./SUN OF COND.=  4.73377 CTINE, III:UDES TIES)

THE ADJOINING NODES TO NODE BLOCK 99 ARE:
WNODE CONOUCTOR CONDUCTOR X OF X OF  WEAT TRANSFER RATE TEMPERATURE OF
INPUT CINTERNAL) INPUT CINTERNAL) TYPE VALUE TYPE TOTAI. (EIEIGVITIE) ADJOINING WODE
BLOCK 1 L] 2 1) LINEAR 0. 100000 100.0 67.3 16.5753 265.753
BLOCK 14 1 1< 2) RADIAY 5.000000€-03 100.0 52.7 18.4397 265.753
THE TOTALS ON MODE BLOCK 99 ARE:

LINEAR MEAT TRANSFER (CORDUCT 10M/CONVECTION). . . 16.5753
RADIATION HEAT TRANSFER.::c.scesovesarencoances 18.4397
HEAT SOURCE/SINKS APPLIED..cccosnnsnssecnrsoncr 0.000000€+00

35.0150 (ENERGY/TIME)
EFFECTIVE ERN TEMPERATURE..cccconserosnrmacnnes 265.753
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